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ABSTRACT

The objective of seismic exploration is to determine the location (imaging) and mechani-
cal properties (inversion) of hydrocarbon resources in the earth using recorded data. The
recorded data have a non-linear relationship with the property changes across a reflector.
Current inversion methods either assume small property changes and solve a linear approx-
imate form, or assume a non-linear relationship but use an indirect method to invert. The
assumptions of the former methods are often violated in practice and can cause erroneous
predictions; the latter category usually involves a significant computational effort (especially

in multi-dimensional case) and/or has ambiguity issues in the predicted result.

In this dissertation, a more comprehensive multi-parameter multi-dimensional direct non-
linear inversion framework is developed based on the inverse scattering task-specific sub-
series (see, e.g., Weglein et al., 2003). The procedure is direct and non-linear without
global searching and small-change assumptions; hence, it has the potential to provide more

accurate and reliable earth property predictions for large contrast and complex targets.

As an initial part of the more general multi-dimensional direct non-linear inversion project,
this dissertation focuses on the inversion for 1D media and 2D experiments. Explicit direct
non-linear inversion equations are derived for one and two parameter acoustic and three

parameter elastic cases. The terms for imaging are separated from inversion-only terms.

Numerical tests show that non-linear inversion results provide improved estimates in com-
parison with the standard linear inversion. In this dissertation, we demonstrate that the

direct non-linear elastic inversion in 2D requires all four components of data. However, we
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introduce an approach which only uses pressure measurements and approximately synthe-
sizes the other three required components of data. Added value beyond the corresponding
conventional linear results can still be achieved from pressure-only acquisition. This permits
us to derive value from direct non-linear elastic inversion, when only pressure measurements

are available. We anticipate further improvement when all four components of data are used.

Finally, the method is applied to time-lapse seismic data to distinguish pressure changes
from reservoir fluid changes, a situation in which conventional methods have difficulty.

Initial tests provide encouraging results.
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1. INTRODUCTION AND BACKGROUND

This chapter provides some basic information about seismic exploration, pressing seismic
challenges, the inverse scattering series as a part of the strategy to respond to those chal-
lenges, and the goal and structure of this dissertation. It includes the following three

sections.

e Section 1.1: General seismic exploration background. In this section, we give
a brief introduction of the objective of seismic exploration, current seismic processing
procedures and their assumptions, the current most pressing seismic challenges and a

strategy to address those challenges, and the specific goals of this dissertation.

e Section 1.2: The inverse scattering task-specific subseries. In this section, we
briefly describe inverse scattering theory; then, we introduce the task-specific subseries
including its history and where this dissertation’s work fits in with previous work.
We also provide a detailed explanation of technical terminology (e.g., linear/non-
linear and direct/indirect) which helps to understand the difference between current

inversion methods and the procedure developed in this dissertation.

e Section 1.3: An overview of this dissertation. This section describes the position
of the inversion in the seismic data processing sequence. The work documented in this
dissertation is placed as the initial part of a more general, multi-dimensional (multi-
D) heterogeneous direct non-linear inversion project using the inverse scattering task-

specific subseries.
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1.1 General seismic exploration background

The objective of seismic exploration is to find hydrocarbon reservoirs in the earth using
seismic waves. Seismic surveys for the purposes of exploration can be conducted on land (on-
shore) and marine (off-shore) environments. However, the experiment is in essence the same:
A man-made source generates seismic waves, and receivers record those that reflect back to
the surface: this constitutes the data, D. Then, through analysis of the recorded data, (1)
a structural map of the earth is estimated, in a procedure called imaging, or migration, and
(2) the mechanical properties of the target are estimated in a procedure called inversion,
target identification, or parameter estimation. This dissertation concentrates on the marine
case, although some algorithms can also be applied to land data. An example of marine

seismic exploration geometry is shown in Fig. 1.1.

A~
]

Towed streamer

Water

Earth

Fig. 1.1: Marine seismic exploration geometry: * and <7 indicate the source and receiver, respec-
tively. The boat moves through the water towing the source and receiver arrays and the
experiment is repeated at a multitude of surface locations. The collection of the differ-
ent source-receiver wavefield measurements defines the seismic reflection data. (Weglein
et al., 2003)
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After the data are collected, we next consider means by which to produce a structure or
parameter map of the subsurface. As a first thought, one might consider building an algo-
rithm which would input the totality of the recorded data, and would output the structural
map and mechanical properties of the target in one step. However, historically this brute

force approach has proven unsuccessful due to the complexity of recorded data.

The recorded data contain many kinds of distinct arrivals of seismic energy, each having a
different propagation history from the source to the receiver. Such a distinct arrival of the
seismic energy is called a seismic event. It is useful to catalog and separate these events

based on the type and complexity of the interactions they have experienced.

Basically, seismic reflection events are catalogued as primary or multiple depending on
whether the energy arriving at the receiver has experienced one or more upward reflections,
respectively (see Fig. 1.2). Multiples can be further classified as free-surface multiples and
internal multiples according to whether or not they have been reflected by the free surface

(air-water interface).

Air
Source _ Water
Receivers
/ Earth

Fig. 1.2: Marine primaries and multiples: 1, 2 and 3 are examples of primaries, free-surface
multiples and internal multiples, respectively. (Weglein et al., 2003)
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Methods for extracting subsurface information (imaging and inversion) from seismic data
typically assume that the data consist exclusively of primaries. In other words, for most
current imaging and inversion algorithms, only primaries are considered as signal and all
other seismic events are considered noise, to be removed before imaging and inversion.
The reason is that the relationship between primaries and the earth is simpler than the
relationship between multiples and the earth. Put simply, multiples have more than one
upward reflection; and, hence, involve the cumulative effect of more than one reflection

interaction.

The primary-only assumption simplifies the processing of seismic data for determining the
spatial locations of reflectors and mechanical property changes across a reflector. Hence,
to satisfy this assumption, removal of the noise becomes a requisite precursor to seismic
primary processing. Specific algorithms have been (and/or are still being) derived to remove
free-surface multiples and internal multiples (e.g., Carvalho, 1992; Verschuur et al., 1992;
Aratjo, 1994; Weglein et al., 1997; Matson, 1997; Weglein, 1999; Ramirez and Weglein,

2005). A comprehensive list of the references can be found in Weglein and Dragoset (2005).

After the removal of the multiples, the objective of the seismic processing is to use primaries
to find where rapid changes in medium properties (reflectors) are located (imaging), and
what the medium changes across a reflector are (inversion). Examples of current imaging
methods are finite difference (Claerbout, 1971), F-K (Stolt, 1978) and phase shift (Gazdag,
1978). Behind all current methods there resides the explicit algorithmic assumption and
requirement for an adequate velocity model to produce an accurate depth image. However,
under many circumstances, especially in complex geological environments, current best-
practice velocity estimation techniques are inadequate for estimating the velocity model
with a high-enough degree of accuracy (e.g., Herron, 2000; Gray et al., 2001; Paffenholz
et al., 2002; Glogovsky et al., 2002).

For inversion, current methods include: (1) the linear approximation (e.g., Clayton and



Introduction

Stolt, 1981; Weglein and Stolt, 1992) which is often useful, especially in the presence of
small earth property changes across the boundary and/or small angle reflections, and (2)
indirect model matching methods with global searching (e.g., Tarantola et al., 1984; Sen
and Stoffa, 1995) which define an objective function assumed to be minimized when the best
fitting model is obtained. The assumptions of the former methods (like the small contrast
assumptions) are often violated in practice and can cause erroneous predictions; the latter
category usually involves a significant and often daunting computation effort (especially in
multi-D cases) and/or sometimes have reported erroneous or ambiguous results. Further-
more, most of the traditional inversion methods use a plane wave reflection coefficient form

and have the need for overburden (medium above the target) information.

The above mentioned current imaging and inversion methods can give useful results when
their assumptions are satisfied. However, under some circumstances, especially in deep
water and in highly heterogeneous media and/or with a rapidly varying and corrugated
boundaries, the assumptions and prerequisites (e.g., multiple removal) behind those algo-
rithms cannot be adequately satisfied; and, hence, those methods for processing primaries
can have difficulty and may become ineffective or fail. That processing failure is the origin

of seismic exploration and production challenges.

In particular, the challenges associated with processing primaries are: (1) for imaging:
locating structure beneath rapidly varying multi-D (e.g., 2D or 3D) heterogeneity within
layers, or rapid variations at boundaries between layers, or at the target itself, and (2) for
inversion: large contrast mechanical property changes at a 1D or multi-D target with or

without a known multi-D overburden.

To address the challenges above, we seek to develop a fundamentally new procedure that
avoids the assumptions behind current methods for processing primaries. The inverse scat-
tering series is a direct multi-D inversion method that can perform the tasks associated

with multiple removal, imaging and inversion, without a priori knowledge of the earth’s
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material properties. Hence, the inverse scattering based task-specific subseries strategy !
is a direct response to all of the challenges listed above for depth imaging and inversion
(and has already been successfully applied to multiple removal). It has the capability to
directly determine where the spatial locations of earth mechanical property changes are,
and what the values of the material property changes are across a reflector for either simple
or complex targets, e.g., (a) a large contrast and/or (b) a multi-D corrugated target, and

(c) a target with or without knowing the overburden (Weglein et al., 2003; Weglein, 2006b).

In actuality, the overburden and target geometries can both be multi-D (i.e., non-horizontal).
While the current methods for imaging assume the overburden is multi-D, current methods
for target identification typically assume the target geometry is essentially 1D (horizontal).
In addition, for the latter target identification methods, changes in material properties are
assumed to be small. This small-contrast assumption can often be violated in practice,
especially when the target relates to hydrocarbons. Hence, removing the small-contrast as-
sumption would be a major step in advancing target identification capability towards more
realism, and that increased realism will have an associated increase in reliability for target

identification and reduction in risk of drilling a dry hole.

Following the statement of the problem above, one important question is, “how does one
develop a method for target identification that does not assume small contrasts?” It is worth
reminding ourselves that the inverse scattering task-specific subseries has the potential to
perform multiple removal, direct depth imaging and inversion for a large contrast and a
multi-dimensional corrugated target with or without knowing the overburden. In this dis-
sertation, based on the task-specific inverse scattering subseries strategy, we develop a direct
multi-parameter 2 non-linear inversion ® framework and algorithm. The method is direct

and non-linear without making a small contrast assumption. Hence, it has the potential

! Details about the inverse scattering series and the inverse scattering task-specific subseries will be
discussed in next section.

2 More than one mechanical property changes across a reflector.

3 Details will be presented in next section.
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to provide more accurate target identification beyond the current inversion capability. As
a general framework, the method developed in this dissertation has the following further
advantages: (1) it determines data requirements for non-linear direct parameter estimation,
and (2) it involves explicit algorithms which directly provide improved estimates for medium

properties without recourse to highly non-linear optimization procedures.

The 1D elastic inversion model  is regarded as an acceptable level of realism for tar-
get identification by seismic exploration and target identification (Keys and Foster, 2006).
Therefore, we are motivated to develop a 1D elastic inverse scattering task-specific subseries
algorithm which has the capability to accurately perform large contrast target identification

for a 1D elastic earth. The specific procedures are described below.

In this dissertation, we progress and develop direct non-linear parameter estimation con-
cepts and algorithms in stages of increasing difficulty and complexity. Rather than starting
directly with the 1D elastic inversion, we begin with the 1D acoustic one parameter (P-wave
velocity) model, and look to identify task-specific imaging and inversion terms, generaliz-
ing the pioneering work on normal incidence case (e.g., Weglein et al., 2001; Shaw, 2001;
Shaw et al., 2001; Shaw et al., 2002; Weglein et al., 2003; Shaw and Weglein, 2003; Shaw
and Weglein, 2004) to the non-normal incidence case. We then move on to multi-parameter
non-linear inversion models, starting each time with the basic equations, and deriving linear
and low order but non-linear terms. First, the two parameter (P-wave velocity and den-
sity) acoustic case is considered, followed by the three parameter (P-wave velocity, S-wave

velocity and density) elastic case.

At each stage of complexity and realism, from (1) one parameter acoustic to (2) two para-
meter acoustic, and finally to (3) three parameter elastic media, there are new sets of inverse

issues and goals. The lessons gleaned in a simpler world can be useful to help decipher the

4 Blastic medium is a material that supports both P- and S-wave travel. In contrast, acoustic implies
that the shear modulus (an elastic constant) is zero and sometimes is restricted to P-waves in fluids (liquids
and gases). In a “P-wave”, the particles oscillate in the direction the wave propagates; while in a “S-wave”,
the particles oscillate perpendicular to the direction the wave propagates.
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actions of the inverse series in the next step of added complexity and realism. For example,
in 1D acoustic media, when the one parameter case is extended to the two parameter case,
more terms (e.g., terms that address ‘leakage’, details of which are presented in Chapter
3) arise that have no analog in the one parameter case. Again, when the two parameter
acoustic model is extended to the three parameter elastic model, yet more terms are ob-
tained that have no analog in the two parameter acoustic case, especially for imaging terms.
Our reasoning is that in the first case, the acoustic medium only supports P-waves, and
hence only one reference velocity (P-wave velocity) is involved. Therefore, when only one
velocity is incorrect (i.e., poorly estimated), there exists only one “mislocation” for each
parameter, and the imaging terms only need to correct this one mislocation. In contrast,
the elastic medium supports both P- and S-wave propagation, and hence two reference ve-
locities (P-wave velocity and S-wave velocity) are involved. When both of these velocities
are incorrect, generally, there exist four mislocations due to each of four different combi-
nations ° of the two wrong velocities. Therefore, in non-linear elastic imaging-inversion,
the imaging terms need to correct the four mislocations arising from linear inversion of any
single mechanical property, such that a single correct location for the corresponding actual

change in that property is determined.

In addition, in progressing our work for the above mentioned three models, we have provided
an important message and suggestion for the overall strategy of depth imaging. When one
parameter acoustic is extended to two parameter acoustic, we observe similar mathematical
mechanisms acting towards correction of reflector location — the first non-linear (beyond
linear) imaging terms in both cases involve only velocity differences between the actual and
reference media. In other words, velocity appears to be the only parameter that governs
imaging, i.e., the location of reflectors. Also, in the three parameter elastic case, we observe

similar imaging-only terms involving only velocity differences. This common theme obtained

5 The “four combinations” refers to PP, PS, SP and SS, where, for instance, PP means P-wave incidence,
and P-wave reflection. Since P-waves non-normal incidence on an elastic interface can produce S-waves, or
vice versa, which in those cases are known as converted waves (Aki and Richards, 2002), the elastic data
generally contain four components: PP, PS, SP and SS.
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from the three (1D) models — one parameter acoustic, two parameter acoustic and three
parameter elastic, is a suggestion of possible generalization to multi-D media, also of possible
model-type independent ¢ imaging. The apparent lesson is that such algorithms will be

driven entirely by velocity discrepancies between reference/actual media.

In this dissertation, we proceed as follows. In each of the three models (i.e., one parameter
acoustic; two parameter acoustic; and three parameter elastic media), we first derive explicit
equations for the non-linear terms in the inverse scattering series that correspond to that
model. These equations provide a set of terms allowing the first step towards non-linear
objectives associated with primaries to be taken (i.e., reflector location without the velocity
and direct non-linear parameter estimation at the imaged reflector), with or without prior
knowledge of the overburden. The terms for imaging the location with an inadequate
velocity are next separated from non-linear inversion-only terms.

After the separation of inversion-only terms from location-only terms is accomplished, we
then focus on the inversion-only terms assuming a known overburden “. However, the
contrast in properties across an interface is no longer assumed to be small. We reduce the
more general multi-D and multi-parameter framework to this narrowly specific objective to
both assure that this dissertation addresses the current pressing challenge for inversion —
the direct inversion of large contrast elastic medium property changes at a 1D target with

a known overburden — but concurrently to create an algorithm that is manageable, in the

sense of computation and complexity.

To determine the value of the new direct non-linear multi-parameter estimation method
compared with the current inversion methods, we perform a suite of numerical tests on 1D
one-interface examples. In the acoustic case, the non-linear inversion with P data (pressure
measurements) shows significant improved estimates beyond the current linear inversion.

In the elastic case, although in principle the direct non-linear inversion approach requires

6 Model-type independent algorithms do not depend on e.g., acoustic, elastic or anelastic.
" The assumed known overburden means the non-linear imaging terms (that will only activate when the
overburden velocity is incorrect) have the right velocity and will be zero.
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all four components of elastic data (PP, PS, SP and SS data), in this dissertation we intro-
duce an approach which only uses pressure measurements and approximately synthesizes
the other required components of data. We show that added value is achieved in compar-
ison to conventional linear inversion results for all tested models from this compromised
pressure-only acquisition. We anticipate that significant further improvement will derive
from actually measuring all four components of data, and utilizing the corresponding con-

sistent and complete non-linear estimation equations.

The work presented in this dissertation is the first step into exploring the more comprehen-
sive multi-parameter multi-D direct non-linear inversion framework, and represents both a
conceptual advance and a practical addition to the algorithmic toolbox for target identifi-

cation.

1.2 The inverse scattering task-specific subseries

In this section, details about the inverse scattering task-specific subseries and the task-

specific subseries based direct non-linear inversion method are introduced.

Scattering theory relates the perturbation (the difference between the reference and ac-
tual medium properties) to the scattered wave field (the difference between the reference
medium’s and the actual medium’s wave field). It is therefore reasonable that in discussing
scattering theory, we begin with the basic wave equations governing the wave propagation

in the actual and reference medium, respectively 8,

LG =34, (1.1)

LoGo = 6, (1.2)

8 In this introductory math development, we follow closely Weglein et al. (1997); Weglein et al. (2002);
Weglein et al. (2003).

10
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where L and Lg are respectively the differential operators that describe wave propagation in
the actual and reference medium, and GG and G are the corresponding Green’s operators.
The ¢ on the right hand side of both equations is a Dirac delta operator and represents an

impulsive source.

The perturbation is defined as V' = Ly — L. The Lippmann- Schwinger equation,

G = Go+ GoVG, (1.3)

relates G, Gy and V (see, e.g., Taylor, 1972). Iterating this equation back into itself generates

the forward scattering series

G =Go+ GoVGo+ GoVGVGo+ - . (1.4)

Then the scattered field ¥y = G — G can be written as

Vs = GoVGo+ GoVGVGy+ - -

= (¢s)1 + (1/15)2 + - (15)

where (1),), is the portion of 1, that is n'* order in V. The measured values of 1), are the

data, D, where

D = (ws)ms = (¢s)on the measurement surface-:

In the inverse scattering series, expanding V as a series in orders of D,

V=Vi+Va+Vi+---, (1.6)

then substituting Eq. (1.6) into Eq. (1.5), and evaluating Eq. (1.5) on the measurement

11
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surface yields

D =[Go(Vi + Vo + -+ )Golms + [Go(Vi + Vo + - )Go(Vi + Vo + -+ )Golpms + -+ . (1.7)

Setting terms of equal order in the data equal, leads to the equations that determine V7,
Vs, ... directly from D and G,.
D = [GoV1Goms, (1.8)

0 = [GoVaGolms + [GoViGoViGolms, (1.9)

0 :[GO‘/?;GO]ms + [GO‘/IGOX/ZGO]ms + [GO%GO‘/IGO]ms

+ [GoViGoViGoViGolms, (1.10)

etc. Equations (1.8) ~ (1.10) permit the sequential calculation of Vi, V3, ..., and, hence,
achieve full inversion for V' (see Eq. 1.6) from the recorded data D and the reference
wave field (i.e., the Green’s operator of the reference medium) Gy. Therefore, the inverse
scattering series is a multi-D inversion procedure that directly determines physical properties

using only reflection data and reference medium information.

Therefore, in the forward problem (Eq. 1.4), given G and the perturbation V', the forward
series constructs the total field G by adding an infinite number of terms corresponding to
propagations in a reference medium and interactions with the perturbation V. Meanwhile,
in the inverse problem (Eqs. 1.8 ~ 1.10), given reference medium Gy and the measured
scattered wave field, D, the inverse series determines the perturbation V' order by order in

the data.

Noting that the inverse scattering series needs an infinite number of terms to construct the
unknown perturbation V', Prosser (1964; 1969; 1976; 1980; 1982; 1992) and Carvalho et al.

(1992) studied/tested its convergence and found that the full series diverges for all but a

12
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small range of earth models. Fortunately, convergent subseries have been identified which
perform free-surface multiple removal and internal multiple suppression (Carvalho, 1992;
Aratjo, 1994; Weglein et al., 1997). These efforts build and provide fundamentally new
insights and capabilities that derive from the inverse scattering series (Weglein et al., 2000).
That is, instead of using the whole inverse scattering series to perform multiple removal,
imaging and inversion all together, a specific subset of the series is isolated to accomplish
only one task at a time. After each task has been finished, the problem is restarted, and it
is assumed that the former task does not exist at all. A new subset series is then pursued
to address the following problem. This is referred to as the inverse scattering task-specific
subseries strategy (Weglein et al., 2003). The order of the tasks is: (1) free-surface multiple
removal, (2) internal multiple removal, (3) depth imaging without velocity, and (4) inversion
or target identification. Since the entire process requires only reflection data and reference
medium information, it is reasonable to assume that these intermediate steps, i.e., all of
the derived subseries which are associated with achieving that objective, would also be
attainable with only the reference medium and reflection data and no subsurface medium

information is required.

After the above mentioned successful application of the inverse scattering task-specific sub-
series to free-surface and internal multiple removal (Carvalho, 1992; Araijo, 1994; Weglein
et al., 1997; Matson, 1997), further progress has been made, including: (1) terms have
been identified which extend the internal multiple attenuation algorithm to an elimination
algorithm (Ramirez and Weglein, 2005); (2) imaging without the velocity for one para-
meter 1D and then 2D acoustic media (Weglein et al., 2002; Shaw and Weglein, 2003;
Shaw et al., 2003a; Shaw et al., 2003b; Shaw et al., 2004; Shaw and Weglein, 2004; Liu
and Weglein, 2003; Liu et al., 2004; Liu et al., 2005), and (3) direct non-linear inversion for
multi-parameter 1D acoustic and then elastic media (Zhang et al., 2005; Zhang and Weglein,
2005). Also, recent work (Innanen and Weglein, 2004; Innanen and Weglein, 2005) suggests

that some well-known seismic processing tasks associated with resolution enhancement (i.e.,
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“Q-compensation”) can be accomplished within the task-separated inverse scattering series

framework. In this dissertation, we focus on item (3) above.

1.2.1 Linear and non-linear operations on the data

In this section, the direct non-linear inversion procedure is discussed in greater detail. In
particular, we draw distinctions between: linear and non-linear operations on the data, and
direct and indirect methods. By doing so, we better understand the difference between

current inversion methods and the procedure developed in this dissertation.

We define an operation to be non-linear in the data D (regarded as a variable), if it involves
multiplications of data, and/or multiplications of linear operations on the data, by them-
selves (e.g. D?, D? etc.). Otherwise, it is called a linear operation. The above mentioned
inverse scattering task-specific subseries related algorithms are non-linear operations on the

data.

Examples of linear algorithms in seismic exploration are conventional migration/inversion
methods (e.g., Claerbout, 1971; Stolt, 1978; Clayton and Stolt, 1981; Stolt and Weglein,
1985). Another alternative approach, e.g., iterative linear inversion (e.g., Verschuur and
Berkhout, 1997; Berkhout and Verschuur, 1997) iterates the linear step (Eq. 1.8), each
time updating the reference medium. In contrast, the inverse scattering series Eqgs. (1.8)
~ (1.10) inverts the same (original) input operator, Gg, at each step, and the reference

medium is never updated.

In this dissertation, we refer to two kinds of non-linearities. One is called a “circumstantial
non-linearity” which means that the degree of non-linearity depends on prior information,
and given enough information, the operation becomes linear. In other words, the non-
linearity is avoidable. For example, depth imaging is a linear process, if the medium velocity
information is provided. Otherwise, non-linear operations on the data are required to obtain

the correct image.
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The other kind of non-linearity is called “intrinsic non-linearity” which means that it can
not be avoided through provision of prior information. For inversion, the non-linearity is
intrinsic in the above sense. This can be shown through a very simple example — involving

a plane wave normally incident on a one-interface model (as shown in Fig. 1.3).

e Y
1 R

Co
¢

Fig. 1.3: 1D plane wave normal incidence acoustic example.

In this example, the velocity changes across the interface. Above the interface we have the
reference medium with a constant velocity ¢y, and below we have the actual medium with
a constant velocity ¢. Assuming unit amplitude of the incident pulse, the data amplitude
is equal to the reflection coefficient R:

C1 — Co

R= .
1+ ¢

(1.11)

The velocity change across the interface can be characterized by a (details will be provided

in Chapter 2), where

a:1—(g)% (1.12)

Therefore, R can be written in terms of o or o in terms of R, respectively as,

1 1
R= Za+§a2+0(0z3), (1.13)
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and

a=4R —8R*+ 12R* + - - - . (1.14)

Both the forward expression for R as a function of o and the inverse expression for a as a
function of R are non-linear in o and R, respectively. Knowledge of o and ¢p, Eq. (1.12)
allows the solution for ¢;. Linear inversion, which in this simple case amounts to truncating
Eq. (1.14) beyond the first term, is an approximation, only providing accurate estimates
when the medium changes are small; and, hence, the higher order terms in Eq. (1.14) are

negligible. For larger contrasts the error due to the linear approximation increases.

1.2.2 Direct and indirect methods

We next consider inverse approaches that honor the intrinsic non-linearity of the data/medium

relationship, distinguishing between direct and indirect types.

An inversion method is regarded as direct if the algorithm can provide explicit formulae for
the solution that do not involve any form of numerical optimization or global searching. The
procedure developed in this dissertation is direct in this sense, since medium properties are
calculated directly, order by order, using the given data and reference medium information

only.

Instead of seeking the solutions directly, indirect methods (e.g., Tarantola et al., 1984; Sen
and Stoffa, 1995) define an objective function which would be minimized when the correct,
“optimized” result is obtained. Besides the big computation effort involved, the fundamental
disadvantage of those methods is that the scheme may not converge, or it may converge
into a false (local) minimum rather than the global minimum. Therefore, the results/models

obtained are ambiguous in that they are not necessarily the correct ones.

Indirect methods are commonly used and are generally an expression of the absence of
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direct methods. Indirect methods can provide value and benefit, but as with all methods,
there are pitfalls and limitations that need to be recognized. Indirect methods are typically
conceptually simple and accessible, understandable, and broadly accepted because the idea
of minimizing a functional is not difficult or complicated to understand and visualize, if
not always easy to realize. The latter simplicity combined with a lack of direct capability
helps to explain the wide acceptance and use of indirect methods. Indirect inversion also
often represents the definition of inversion for its practitioners. Direct methods have the
benefit of providing the precise framework and explicit data requirements needed for the
explicit direct sought after solution to the problem. The new inverse scattering series based
imaging, non-linear parameter inversion techniques of this dissertation represent new direct
inverse capability and methodology and it provides a framework for more reliable and more

accurate target identification, and thus, it is more advantageous.

In the above, we discussed two important terms: direct and non-linear. The inverse scat-
tering series is the only direct multi-D method which deals with both intrinsic and cir-
cumstantial non-linearity, separately or in combination, concurrently operating without the
traditional need for subsurface information. It provides a framework for direct multi-D in-
version which can be formulated for a 2D or 3D acoustic or elastic heterogeneous subsurface.
Historically, direct methods e.g., Clayton and Stolt (1981) on 2D acoustic, and Weglein and
Stolt (1992) on 2D elastic, focused on linear formulations, and hence assume that property
changes across each boundary are small, giving erroneous predictions for larger contrast and

more complex targets.

To summarize, the research documented in this dissertation presents the first direct non-
linear multi-parameter estimation of acoustic or elastic properties from the comprehensive
multi-D inverse scattering series framework. The inversion method is direct and non-linear
without global searching or small-change assumptions; hence, it has the potential to provide
more accurate and reliable earth property predictions for larger contrast and more complex

targets.
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1.3  An overview of this dissertation

The order of the seismic data processing using the task-specific inverse scattering subseries
acts like a chain of operations. In deriving these processing algorithms, the first step was
to identify the subseries that removes the free-surface multiples only, and then, restart the
problem and assume the free-surface never existed. The second step was to remove the in-
ternal multiples by isolating another specific subseries. After the removal of multiples, the
third step is to identify another series which only tries to locate the reflectors without deter-
mining the changes in parameters at those reflectors. The fourth and last step/subseries is
the one discussed in this dissertation — to identify the mechanical properties of the medium
assuming that there are no multiples in the data, and that the reflectors have already been

located at the right depths.

The work presented in this dissertation on 1D acoustic and then elastic media is an initial
part of the more general multi-D heterogeneous direct non-linear inversion project. We
start with the one parameter case, generalizing the normal incidence case to the non-normal
incidence case, and then, extend the discussion to the multi-parameter cases: two parameter
acoustic case and three parameter elastic. We take the steps in 1D, to allow the use of
analytic data for numerical tests, and to prime the next step: extension to a multi-parameter

and multi-D medium.

In Chapter 2, for a 1D medium embedded in a 2D space, we derive the first direct non-linear
inversion solutions with separated imaging-only and inversion-only terms. We start with
the one parameter case, generalizing the normal incidence case to the non-normal incidence

case or 1.5D ? and solving the first three Egs. (1.8) ~ (1.10).

We then, in Chapters 3 and 4, respectively, extend the discussion to the multi-parameter

cases: two parameter acoustic case and three parameter elastic and solve the first two

9 An experiment performed in 2D while the medium is 1D (e.g., the velocity varies only in the vertical
direction).

18



Introduction

Egs. (1.8) and (1.9). For the acoustic case, it is analytically shown that the imaging term
will automatically shut down when the correct velocity is provided. Numerical tests on
a one-interface model show that non-linear terms provide improved values compared with
the conventional linear inversion results. For the elastic case, it is shown that in order to
perform the direct non-linear elastic inversion in 2D, all four components of data (ﬁp P
DPS_ DSP and DS5) are required. A major theme here is to show how DFF can be used to
approximately synthesize the DPS| DS and D55 such that high quality inversion results
can still be achieved with the measurement of only one data type. This permits us to
perform elastic non-linear inversion in some situations with only pressure measurements
available, i.e., towed streamer data. For the case when all four components of data are
available, we give one consistent method to solve for all of the second terms (the first terms
beyond linear). In the last part we apply the newly derived method to the case of seismic
time-lapse or 4D data (details are in Section 4.4). The goal is to use the inverse scattering
subseries algorithm to distinguish pressure changes from reservoir fluid changes in cases
when conventional seismic methods have difficulties interpreting the data. The numerical

tests show very useful results. In Chapter 5, an overall summary is presented.
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2. ONE PARAMETER ACOUSTIC INVERSION

We start this chapter by extending the work of, e.g., Weglein et al. (2001); Shaw (2001);
Shaw et al. (2001); Shaw et al. (2002); Weglein et al. (2003); Shaw and Weglein (2003);
Shaw and Weglein (2004), from 1D acoustic normal incidence to non-normal incidence case.
We look to calculate the first three terms in the inverse scattering series and to identify task-
specific imaging and inversion terms. We assume that the acoustic medium only varies in
one parameter (velocity) — assumption which will be generalized to two parameter (velocity

and density) in the following chapter.

This chapter has the following structure. Sections 2.1, 2.2 and 2.3 give the solutions of the
first, second and third terms, respectively. In section 2.4, we present some numerical results

tested on three models. The last section includes some conclusions.

2.1 Derivation of oy

Equations (1.1) and (1.2), for 1D acoustic and constant density media, can be written in

the following forms respectively

[dd_ N H G (2o o) = 6(z— =), (2.1)
[dd_ N w_} Go (2, 20i0) = 6 (2 — 7). (2.2)
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where z; is the depth of the source, w is the temporal frequency, and ¢(z) and ¢y are the

P-wave velocities in the actual

In this case, the perturbation c

media and reference media, respectively.

an be written as

w? w?
V) =G - gy =K, (23)
where k = %, and
2
c
=1- 22 2.4
a(:) =1~ 505, (2.4)

as

Then we have

From the first equation of the inverse scattering series, Eq. (1.8), we have

D = Gol{?QOéng, (25)

then, in space domain, for 1D acoustic media and 2D experiment, it can be written as

+oo

. D) — /
D(xg, 245 s, 25;w) = /dx
— 0o

+00
/dz'Go(mg,zg;x',Z’;w)k2a1(z')G0(x’,z’;xs,zs;w), (2.6)

—0o0
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where x4, 2z, and zg, 2, are respectively the positions of the receiver and source, and

etk ! (zg— ) k!, (zg—2")
Go(zg, 2g;2', 25 w) dk/ dk/ T (2.7)
. Y € zk” '—xs) ik’z’(z’—zs)
Go(2', 2 s, 25w dkl | dk. By (2.8)

Next we Fourier transform Eq. (2.6) over z, and x5 on both sides and use the following

convention
—+o00

fla) = [ arFr)et

Then the left side becomes

+o0
—ikgx 'lksx.s —
27r /d:vg/dx e " D(xy, 245 Ts, 253 W)eE (k:g,zg, —ks, z5;w),

and the right side becomes

+oo +oo
/dx//dz'@;(kg,zg;x/,z/;w)k2a1(2/)&(x/,z/;—/{:s,zs;w)
+oo

o iqq(2'—zg) igs (2’ —2s)
/da: /dz’e‘l ky—ke)a’ € kQal(z')e—_,

4miq, 4miq,

where (it is assumed that the perturbation a and, hence, all the terms in the inverse

scattering series, aq, ag, - - -, are non-zero only below the source and receiver, i.e., for 2’ > z,
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and 2’ > zy)

+o0
Golky, 2o @', 2 w) = — [ deje * %Gy, 202, 2w
g9r~g 27_[. g 9r~g
iqg(z'—zg)
— ke & (2.9)
4miqq,
17
670(95/72/;—%,25;00) = 2— dwsGo(iU/,z/;xs,zg;w)eiksxS
T
o, 1qs(2'—zs)
= o —— (2.10)
Tiqs
and
k:z—k:g:qg, k? — k2 = ¢2
Letting left side = right side leads to
- Ko1\? o |
D(ky, zg; —ks, zs;w) = 1 <2—) 1429+ as2s) / dx’ / dz' e~ ha=k)a" o () ilas )=
qq94s m
(2.11)
Then, we have
- 2 N
D(qg; Zg, Zss w) = _@efZQg(zQ+zs)a1(_2qg)_ (2.12)
g

Using the relation ¢, = k cos 6, and choosing 6 (the incident angle shown in Fig. 2.1) as the

free parameter, Eq. (2.12) becomes

~ 1
D4y, 03 29, 2) = "~ 4cos?f

e~ (F0 )G (—2¢,). (2.13)

This is the linear (first order) solution for oy in frequency domain. In the next section, we

will give the derivation of the first non-linear (second order) solution for as.
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Fig. 2.1: The relationship between qq,ky and 6.

2.2 Derivation of oy

From the second equation of the inverse scattering series, Eq. (1.9), we have

GokQOégGo = —G0k2041G0]€20é1G0, (214)

which can be written in space domain (for 2D experiment) as

+oo +oo
/dx'/dz’Go(:cg,zg;x',z’;w)k2a2(2’)G0(x’,z’;avs,zs;w)

+00 +oo 400

—00
+oo
/d:v'/dz'/dx"/dz”Go(:pwzg;x’,z’;w)k2a1(z’)G0(x',z';x”,z”;w)
—o0 —o0 — —00

o0

xkay (2")Go(2", 2"; s, 253 W). (2.15)

Similar to the derivation of a4, after Fourier transforming Eq. (2.15) over z, and z,, the

left side becomes

1 e~ 1g(2g+2s5) i o
NE )k2 5 /dZ/@2<Z/)€22qu.
77 q?
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The right side becomes (we use the same assumption that the perturbation « and its series
components ; for ¢ > 1 are non-zero only below the source-receiver surface, i.e. for 2’ > z,

and 2" > z;)

2o e zqg (2 —2zg) ) 6iqg|z’—z”| ) , 6iqg(z”—z5)
= s2m)? [ de | d'——Fan () ———kan (2) ————

Qg qQ
Z’ _'L(IQ(ZQ“FZS m . ! " - ! 17
=15 /dz /dz aq(z )e’qy(z +2") giagl2' =2
’/T
7: 774QQ Zg+25) i . /
- e ) /dz /dz oy (2o (2")e* 9% H(2' — 2.
T

Imposing Left side = Right side, we get

+oo

/dz’ag(z )e2ite® — /dz /dz”al (z")e¥5* H(2' — 2"). (2.16)

— 00

Using g, = kcos#, and Fourier transforming Eq. (2.16) over 2g,, we get

400 +oo +oo
/dz/a2(zl) / dqge—%qg(z_z/) _ 60820 /dz / dz”ozl 061 ”)H(z _ )
X / dqq(iqy)e= 9= (2.17)
Then we have
1 d T
as(z) = YT PR a1 () / dz" a1 (Z"VH(z = 2") |, (2.18)
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and finally, we get the following non-linear (in a; and hence in the data) solution for as

z

1
ax(2) = 5oy [ade) + i) [ )] 2.19)
where o (z) = dajéz). This is the first one parameter non-linear inversion of 1D acoustic

media for a 2D experiment in which the imaging-only term(s) and inversion-only term(s) are

z

isolated. The term — 3703 () represents the inversion-only, and — 55504 (2) [ dz'aq(2)
—0o0

with an integral represents the imaging term. For 6 = 0, this solution reduces to the non-

linear solution for 1D normal incidence case (e.g., Shaw, 2005)

z

an(2) = —% 02(2) + (=) / d'ar()] . (2.20)
If another choice of free parameter other than 0 (e.g., w or ky) is selected, then the func-
tional form between the data and the first order perturbation Eq. (2.13) would change.
Furthermore, the relationship between the first and second order perturbation Eq. (2.19)
would, then, also be different, and new analysis would be required for the purpose of iden-
tifying specific task separated terms. Empirically, the choice of @ as free parameter (for a
1D medium) is particularly well suited for allowing a task separated identification of terms
in the inverse series. The numerical tests shown in section 2.4, will indicate how the first

non-linear term as contributes to the parameter prediction on a.

2.3 Derivation of a3
Similarly, from the third equation of the inverse scattering series, Eq. (1.10), we have

G0k2a3G0 = —Gok2a1G0k2a2G0 — G()]{'QOéQGok?zOélGo — G0k2a1G0k2a1G0k2a1Go, (221)
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then, in space domain and for 2D experiment, we have

—+00 —+00

/dx'/dz’Go(:cg,zg;x',z’;w)k2a3(2/)Go(a:’,z’;xs,zs;w)
+oo +oo

/d:v /dz /dx”/dz”Go Ty, 207, 2w kP (2)Go(a', 25 2", 2 w)

X kzOéQ(Z//)G()(l'”, Z”; Tsy Zss W)

400
—/d:p /dz /dm"/dz”GO Ty, 207, 2w kg (2)Go(a, 25 2", 2 w)

X kzOél(Z//)Go(Jf”, Z//; Tsy Zss W)

“+o0o
—/d:p /dz /dm"/dz”/da:'"/dz’”Go Ty, 27, 25wk (2)
XGo(xl, Z/; 13//, Z//; w)k2a1 (Z//)G()(I//, Z//; x///) Z///; u))l{i2041(2/”)

XGo(x", 2" x4, 25 w). (2.22)

Similar to the derivation of oy and as, after Fourier transforming Eq. (2.22) over z, and

T, the left side becomes

) +oo
1, e 9 (2g+2s)

— k d/ lQiqu/'

—0o0

The right side (with the same assumption that a; is non-zero only below the source and

receiver, i.e., for 2/ > z, and 2" > z;) becomes

7 k; lCIg(ZngZs +/00d /d ( //) 2iggz’ H( )
= — z 2 a e~ Z =z
i —iqq(2g+2s) e
_(87r)k4 /dz /dz g (2 (2")e¥95* H (2 — 2")

—00
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—+00

1 e_iQQ(Zg+Zs) 2o o . S ;o
_ k6 /dZ//dZ”/dZ”/Oél(Z/)al(Z”)Oél(Z///)elqg(z+Z )ezqg|z —z
(32n) gt

ZHII

. "_
x el

Again, imposing Left side = Right side, and using g, = k cos 6, we get (for fixed 0)

—+00

/ dz/a3 (Z/)eziqu’

—00

—+00 +oo

= 60826 /dz /dz o (2 g (2")e? 9% H (' — 2")

/dz /dz s (2 )ay (2")e¥ % H (2 — 2"
00529

COS4 0 4 / / dZ// / dZ///Oél 051 //) ( ///)

o a2/ +2") gidgl2/ =" g2 ="

(2.23)

Fourier transforming Eq. (2.23) over 2¢,, we get (detailed derivations of the integrations on

the right side of Eq. 2.23 are presented in Shaw et al., 2003b)

2) =g | 1501

cos*f |16 !
; 2
1
+§o/1’(z) /dz’al(z’)

z

—i—%al(z)a’l(z) /dz’al(z’)

1 z
- gai(a) [ dzad)
116 dz' /d ”dalz(/ )do;z(// )Oz1(z'+z”—z) . (2.24)

—00
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In this equation, the first term on the right hand side 15> 9051)’( ) represents the inversion-

Seos 1 < [ dZaq(z )) represents the imaging-only

only term, and the second term
term. The last term contributes to the removal of the internal multiples which begins in

the third term in the inverse series (Weglein et al., 1997).

In the following section, we will see how as contributes to the parameter prediction on a.

2.4 Numerical tests

Consider a one-interface example, (shown in Fig. 2.2), the interface surface is at z = a,
above the interface is the reference medium, and below is the actual medium. Suppose

2s = 24 = 0. In this case, the reflection coefficient has the following form

0 e Ve > X

Co

¢,

Fig. 2.2: One-interface example.

(c1/co)V 1 —sin®0 — /1 — (c}/c2)sin® 0
(c1/co)V 1 —sin®0 + /1 — (c3/c3) sin 79

With this coefficient, data may be expressed analytically (Clayton and Stolt, 1981; Weglein

R() = (2.25)

et al., 1986) as
e?iqga

D(gy.8) = R(6)

. 2.26
4miq, ( )
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Substituting Eq. (2.26) into Eq. (2.13) and Fourier transforming Eq. (2.13) over 2q,, we

have
“+00 . —+oo —+oo
da.e~2492 R(p e*tac 1 ds' da.e—219% N ,2iqez’
g6 2% R( )Qiqg = —Jaag | ¢ [ daeT (e (2.27)

Then, for fixed 6, we have

a1(2) = 4R(0) cos* 0H (2 — a). (2.28)

Hence, given one angle 6, we can get the corresponding a;.

After substituting Eq. (2.28) into Eqgs. (2.19) and (2.24), respectively, we obtain

a9(2) = —8R*(0) cos* OH (2 — a), (2.29)

and

as(z) = 12R*(0) cos® 0H (z — a). (2.30)

From Egs. (2.29) and (2.30), we can see that only inversion terms are kept on the right
side of the equations and the other terms with integrals in Eqgs. (2.19) and (2.24) are
automatically gone. The reason is that, for this one-interface model, we have the right
velocity (reference velocity) and hence the interface is located at the right depth so it does
not need to be corrected any more. Furthermore, there are no internal multiples in this
one-interface model. Therefore, the task-specific subseries will automatically shut down
when there is no such kind of task that needs to be performed, which is called purposeful

perturbation.
The numerical tests are based on the following three specific models:
Model 1: ¢y = 2000m/s, c; = 2200m/s;

Model 2: ¢y = 1500m/s, c; = 1800m/s;
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Model 3: ¢y = 1800m/s,c; = 1500m/s.

Model 2 has a bigger contrast than Model 1, and in Model 3, the velocity of the actual

medium is less than the reference medium so the sign of o becomes negative.

As shown in Figs. 2.4, 2.3 and 2.5, for all three models presented in the numerical tests,

including the non-linear terms as and ag produces significant improvement.

alpha

0.30

0.28 -

0.24

0.18 -
0.16
0.14 1

0.12

exact value of alpha
] ---- - alphal !
0.26 - alpha1+alpha2 d
“““ alpha1+alpha2+alpha3 S
022- e
0.20 I e
0 10 2 0 4 50 60

Fig. 2.3: Model 1: ¢y = 2000m/s,c1 = 2200m/s, exact value of « for this example is 0.174, the

critical angle is 65.4°.

2.5 Conclusion

This chapter represents the first analysis of the direct non-linear target identification for

a 1D acoustic medium and 2D experiment and provides a user guide and useful lessons
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Fig. 2.4: Model 2: ¢y = 1500m/s,c1 = 1800m/s, exact value of « for this example is 0.306, the
critical angle is 56.49.

for its generalization to a more complex and realistic model. In particular, for all of the

three models tested, the first and second non-linear terms in the inverse scattering inversion

subseries provide added value and improved capability for target identification beyond the

conventional linear inversion. Although the tested models involve only one interface, the

solutions can be applied to multi-interface models too.

The work on the one parameter case has progressed further and Simon Shaw generalized

this one parameter case to 3D acoustic data in, e.g., Shaw (2005).

In this one parameter case, we assume that the acoustic medium only varies in velocity and
analytical tests show very good results. So what if both velocity and density change in an
acoustic medium? In the next chapter, the algorithm will be generalized to more realistic
models — two parameter 1D acoustic model. This is a major step for target identification

towards realism — a multi-parameter world.
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Fig. 2.5: Model 3: ¢o = 1800m/s,c; = 1500m/s, exact value of o for this example is -0.44.
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3. TWO PARAMETER ACOUSTIC INVERSION

In this chapter, the direct non-linear inversion for the one parameter case is generalized
to a multi-parameter case — two parameter acoustic inversion. For the first time, a two
parameter direct non-linear inversion solution is obtained for 1D acoustic media (velocity
and density vary vertically in depth) 2D experiment. Clayton and Stolt (1981) gave a two
parameter linear inversion solution for 2D acoustic media (velocity and density vary both
vertically and laterally). In this chapter, we use the same parameters but concentrate on
1D acoustic media to derive the direct non-linear inversion solution. In the application
of the direct non-linear inverse algorithm, we move one step each time (e.g., from one
parameter 1D acoustic case to two parameter 1D acoustic case, or to one parameter 2D
acoustic case, instead of ‘jumping’ directly to two parameter 2D acoustic case) so that we
can solve the problem step by step and learn lessons from each step which would guide us
to step further towards greater realism. For one parameter 2D acoustic media, some work

on direct non-linear imaging with reference velocity is presented by Liu et al. (2005).

For the direct non-linear inversion solution obtained in this chapter, the tasks for imaging-
only and inversion-only terms are separated. Tests with analytic data indicate significant
added value for parameter predictions, beyond linear estimates, in terms of both the prox-
imity to actual value and the increased range of angles over which the improved estimates

are useful.

A closed form of the inversion terms for one-interface case is also obtained. This closed

form might be useful in predicting the precritical data using the postcritical data.
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Two parameter acoustic inversion

A special parameter Ac (Ac = ¢ — ¢p) (P-wave velocity change across an interface) is also
found. Its Born inversion (Ac); always has the right sign. That is, the sign of (Ac); is
always the same as that of Ac. In practice, it could be very useful to know whether the
velocity increases or decreases across the interface. After changing parameters, from «
(relative changes in P-wave bulk modulus) and 3 (relative changes in density) to velocity
and (3, another form of the non-linear solution is obtained. There is no leakage correction
(please see details in Section 3.3) in this solution. This new form clearly indicates that the
imaging terms care only about velocity errors. The mislocation is due to the wrong velocity.
This is suggestive of possible generalization to multi-D medium, also of possible model-type

independent imaging which only depends on velocity changes.

This chapter has the following structure. Section 3.1 gives the solutions of the first and sec-
ond terms. In section 3.2, we derive the closed form and this is followed by numerical tests.

The last section contains further discussions about the special parameters and conclusions.

3.1 Derivation of oy, 51 and oo, By

In this section, we will consider a 1D acoustic two parameter earth model (e.g. bulk modulus
and density or velocity and density). We start with the 3D acoustic wave equations in the

actual and reference medium (Clayton and Stolt, 1981; Weglein et al., 1997)

w? 1
{K(r) +V. WV] G(r,rg;w) =0(r —ry), (3.1)
[ o +V~LV]G(rr'w)—§(r—r) (3.2)
Ko(r) po(r) ] v '

where G(r,rs;w) and Gy(r, ry;w) are respectively the free-space causal Green’s functions
that describe wave propagation in the actual and reference medium. K = c?p, is P-wave
bulk modulus, ¢ is P-wave velocity and p is the density. The quantities with subscript “0”

are for the reference medium, and those without the subscript are for the actual medium.
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Two parameter acoustic inversion

The perturbation is
wia 16}
V=Ly-L=——+V -—V, 3.3
’ Ky Po (3:3)

where a = 1 — % and § =1— ”70 are the two parameters we choose to do the inversion.

Assuming both py and ¢ are constants, Eq. (3.2) becomes

(9 e e . o0

0
For the 1-D case, the perturbation V' has the following form

w?a(z) 0? 1 %) 0

T+ 05+ A 5 (35)

Viz V) = 0;E2 po 0z

V(z,V), a(z) and ((z) can be expanded respectively as

V(z,V)=Vi(z,V)+ Vo(2,V)+ -+, (3.6)
alz) =a1(z) +ag(z) + -+, (3.7)
B(z) = Bi(z) + Pa(2) + -+ - . (3.8)
Then we have
W) = S0 i)y + o )5 (3.9)
a9y = 228y Lo 2 L2 ) 2 (3.10)

Substituting Eq. (3.9) into Eq. (1.8), we can get the linear solution for «; and [ in

frequency domain

—iqg(2s+2 1 a
D(qy,0, 24, 25) = _%6 ta(et20) cos2 0 ai(—2qy) + (1 — tan®0)41(—2q,) | , (3.11)
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Two parameter acoustic inversion

where the subscripts s and g denote source and receiver quantities respectively, and g, ¢

and k = w/cy shown in Fig. 3.1, have the following relations (Matson, 1997)

qg = qs = kcos0,

ky = ks = ksin6.

Similarly, substituting Eq. (3.10) into Eq. (1.9), we can get the solution for as(z) and

Sk

4

qg coapoaKO

CisP1s K,

Fig. 3.1: The relationship between qq,ky and 6.

B2(z) as a function of a4(z) and ((z) (Detail derivation in Appendix A)

1

o, tan? 6
——a
cos2f 2

1
Ry 9‘0‘1@ - 5(1 + tan® 0) 57 (2) + mm(Z)&(Z)

1 ’ / / / /
_ mal(z) /dz (a1 (") — (2]

(2) + (1 —tan®0) Ba(2) =

z

(tan* 6 — 1)3](2) /dz'[al(z’) — G1(2N)], (3.12)

0

+

DO | —

where o (2) = dogz(z), Bi(z) = —dﬁéz(z).

The first two parameter direct non-linear inversion of 1D acoustic media for a 2D experiment

has been obtained. As shown in Eq. (3.11) and Eq. (3.12), given two different angles 6, we
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Two parameter acoustic inversion

can determine oy, 1 and then as, 5. For a single-interface example, it can be shown that
only the first three terms on the right hand side contribute to parameter predictions, while
the last two terms perform imaging in depth since they will be zero after the integration
across the interface (see Section 3.2). Therefore, in this solution, the tasks for imaging-only
and inversion-only terms are separated. Details about the significance of this solution will

be presented in the following sections.

3.2 A special case: one-interface model

In this section, we derive a closed form for the inversion-only terms. From this closed form,
we can easily get the same inversion terms as those in Egs. (3.11) and (3.12). We also
show some numerical tests using analytic data. From the numerical results, we see how the

corresponding non-linear terms contribute to the parameter predictions such as the relative

changes in the P-wave bulk modulus (a = %), density (ﬁ = %), impedance (%) and

velocity (ATC)

3.2.1 Closed form for the inversion terms

1. Incident angle not greater than critical angle, i.e. § < 6.

For a single interface example, the reflection coefficient has the following form (Keys, 1989)

_ (p1/p0)(c1/co)V/1 —sin®0 — /1 — (/) sin? 6

R(0) . (3.13)
(p1/po)(er/co) V1 —sin? 6 + /1 — (c/cf) sin® 6
After adding 1 on both sides of Eq. (3.13), we can get
2
1+ R(0) = cos? (3.14)

cos + (po/p1) /(B F) —sin? 6
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Two parameter acoustic inversion

Then, using the definitions of @ =1 — % =1- Z?EO and 3 =1— £, Eq. (3.14) becomes
4R(6
) _ _« + (1 — tan®0) af tan® 0, (3.15)

(1+ R(§))*  cos?0

which is the closed form we derived for one interface two parameter acoustic inversion-only

terms.
2. Incident angle greater than critical angle, i.e. 8§ > 6,

For 6 > 6., Eq. (3.13) becomes

(p1/po)(c1/co)V/ 1 —sin® 0 —ir/(c3/c2)sin® 6 — 1

R(9) = . (3.16)
(p1/po)(c1/co)V/ 1 —sin® 0 +ir/(c3/c2) sin®> 6 — 1
Then, Eq. (3.14) becomes
2cosf
1+ R(0) = o8 , (3.17)

cos O +1i(po/p1) \/sin? 0 — (c3/c3)

which leads to the same closed form as Eq. (3.15)

4R(0) « af
1+ RO)  cos20 + (1 —tan?6)p — —

+ 32 tan? 6.

As we see, this closed form is valid for all incident angles.

In addition, for normal incidence (# = 0) and constant density (3 = 0) media, the closed

form Eq. (3.15) will be reduced to

4R

T (3.18)

This represents the relationship between o and R for one parameter 1D acoustic constant
density medium and 1D normal incidence obtained in Innanen (2003). In this case, «

becomes 1 — ¢2/c3 and R becomes (¢; — ¢g) / (1 + co).
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3. Derivation of the inversion terms from the closed form

From the closed form Eq. (3.15), using Taylor expansion on the left hand side

mz [1-RO)+RO) -]

and setting the terms of equal order in the data equal, we have

Qq

— 2 —
o2g T (1 —tan®0)p3; = 4R(0), (3.19)
&—i—(l—tanze)ﬁ _ L —1(1+tan49)52+wa o} (3.20)
cos? 6 27 T 9costf 2 LT coszg 1 ’

For a one-interface example (in Fig. 3.2), Egs. (3.11) and (3.12) will respectively reduce to

the same form as Eqgs. (3.19) and (3.20), which is shown below.

Assume the interface surface is at depth z = a, and suppose z; = z, = 0. Using the similar

0 e Ve > X

Zy

Fig. 3.2: 1D one-interface acoustic model.

analytic data (Clayton and Stolt, 1981; Weglein et al., 1986) as in Chapter 2,

- e2iqga

D(qy,0) = poR(0)

3.21
4miq,’ ( )
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Two parameter acoustic inversion

and substituting Eq. (3.21) into Eq. (3.11), after Fourier transformation over 2¢,, for z > a

and fixed 0, we get

1

a7
cos2 0

(2) + (1 —tan?0)3,(2) = 4R(0)H (2 — a). (3.22)

Also, the non-linear solution Eq. (3.12) will reduce to

1 1 1
o 9042(2’) + (1 —tan?0)Fy(2) = — maf(z) — 5(1 + tan* 0) 57 (2)
20
o an(2)6i(2) (3.23)

The two equations Eqs. (3.22) and (3.23) agree with Eqgs. (3.19) and (3.20), respectively.

3.2.2 Numerical tests

From Eq. (3.22), choosing two different angles to solve for oy and 3

R(6y) cos? 0, — R(6) cos? O,
cos(261) — cos(26) ’

Br(61,62) = 4 (3.24)

R(01) — R(62)

a1 (bh,02) = B1(61,02) + tan?#; — tan? 6,

(3.25)

Similarly, from Eq. (3.23), given two different angles we can solve for ay and (s in terms of

aq and 61
1 1 1 1
Bal0r, ) = [—gaf (Cos2 0, cos? 92) Fonfh (tan®0y — tan®0z) ~ §ﬁf
sin* 6 sin' g
X (C082 0) — cos® 0y + o 011 ~ o 022)] / [cos(20;) — cos(260:)],  (3.26)
. 1 2 1 1 tan2 91 tan2 62
a2(0r,62) =561, 02) + [_5&1 (COS4 6, cost 92) b (cos2 0,  cos?b,
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—%Bf (tan*6; — tan* 6,) | / (tan®6; — tan®6,) ; (3.27)

where a; and /31 in Egs. (3.26) and (3.27) denote ay(61,605) and (;(61, 62), respectively.

For a specific model, py = 1.0g/cm3, p; = 1.1g/em3, ¢y = 1500m/s and ¢; = 1700m/s. In
the following figures, we give the results for the relative changes in the P-wave bulk modulus
Al

(a = ATK), density (ﬁ = %), impedance (T) and velocity (%‘3) corresponding to different

pairs of 6; and 6s.

From Fig. 3.3, we can see that when we add as to «y, the result is much closer to the
exact value of o. Furthermore, the result is better behaved; i.e., the plot surface becomes
flatter, over a larger range of precritical angles. Similarly, as shown in Fig. 3.4, the results
of B + (B2 are much better than those of ;. In addition, the sign of 3; is wrong at some
angles, while, the results for (3; + (5 always have the right sign. So after including (5, the
sign of the density is corrected, which is very important in the earth identification, and also
the results of 5! (see Fig. 3.5 ) and £¢ (see Fig. 3.6) are much closer to their exact values

respectively compared to the linear results.

Especially, the values of (%) are always greater than zero, that is, the sign of (Ac); is

1
always positive, which is the same as that of the exact value Ac. We will further discuss

this in the next section.

3.3 A Special parameter for linear inversion

As mentioned before, in general, since the relationship between data and target property
changes is non-linear, linear inversion will produce errors in target property prediction.
When one actual property change is zero, the linear prediction of the change can be non-
zero. Also, when the actual change is positive, the predicted linear approximation can be
negative. There is a special parameter for linear inversion of acoustic media, that never

suffers the latter problem.
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Two parameter acoustic inversion

From Eq. (3.13) we can see when ¢y = ¢, the reflection coefficient is independent of 6, then

from the linear form Eq. (3.25), we have

A 1
<_C) = —(ag — 1) = 0 when Ac =0,
c /), 2

i.e., when Ac = 0, (Ac); = 0. This generalizes to when Ac > 0, then (Ac); > 0, or when
Ac < 0, then (Ac); < 0, as well. This can be shown mathematically (See Appendix A for

details).

Therefore, we can, first, get the right sign of the relative change in P-wave velocity from

the linear inversion (Ac);, then, get more accurate values by including non-linear terms.

Another interesting point is that the image does not move when the velocity does not change
across an interface, i.e., ¢g = ¢, since, in this situation, the integrands of imaging terms
a; — fp in Eq. (3.12) are zero. We can see this more explicitly when we change the two

parameters « and 3 to % and /3. Using the two relationships below (See details in Appendix

A)
(%) = 5or—sm.
and
(35), =5 [t 2= A+ (o=
rewriting Eq. (3.12) as

7 (55) @i (A—) () - 5()

cos2f \ c c ),

1 Ac\’ [ , ( Ac

wa), = (),
0

1 / Ac
R —H =1 . 2
e [ (T (3.28)

0

This equation indicates two important concepts. One is leakage: there is no leakage correc-
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tion at all in this expression. Here the leakage means that, if the actual value of « (relative
changes in P-wave bulk modulus) is zero, its linear approximation a; could be non-zero
since « and (3 are coupled together (like the coupled term «;3; in Eq. 3.12) and oy could
get leakage values from (1. While in Eq. (3.28), no such coupled term is present at all and
thus, if the actual changes in the velocity are zero, then its linear inversion (ATC)1 would
be zero and there would be no leakage from ;. This leakage issue or coupled term has
no analogue in the 1D one parameter acoustic case (Eq. 2.19) since in this case we only
have one parameter and there is no other parameter to leak into. Or in other words, in the
one parameter (velocity) case, each ‘jump’ in the amplitude of the data (primaries only)
corresponds to each wrong location with a wrong amplitude for the parameter predicted in
the linear inverse step; while in the two parameter case of this chapter, each ‘jump’ in the

data no longer has the simple one-to-one relationship with the amplitude and location of

the two parameters.

The other concept is purposeful perturbation which is mentioned in Chapter 2. The inte-
grand (%) , of the imaging terms clearly tells that if we have the right velocity, the imaging
terms will automatically be zero even without doing any integration; otherwise, if we do
not have the right velocity, these imaging terms would be used to move the interface closer
to the right location from the wrong location. The conclusion from this equation is that

the depth imaging terms depend only on the velocity errors.

3.4 Conclusion

In this chapter, we derive the first two parameter direct non-linear inversion solution for
1D acoustic media with 2D experiment. Numerical tests show that the terms beyond linear
in earth property identification subseries provide added value. Although the models we
used in the numerical tests are simple (for some readers), Egs. (3.11) and (3.12) also work

for more complex models since the inverse scattering series is a direct inversion procedure

44



Two parameter acoustic inversion

which inverts data directly without knowing the specific properties of the target.

The work presented in this chapter is an important step for target identification towards
more realism. The encouraging numerical results motivated us to move one step further
— extension of our work to the elastic case (see, e.g., Boyse and Keller, 1986) using three

parameters in the next chapter.
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Fig. 3.3: aq (top) and oy + g (bottom) displayed as a function of two different angles. The graphs
on the right are the corresponding contour plots of the graphs on the left. In this example,
the exact value of o is 0.292.
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Fig. 3.4: 51 (top) and (1 + B2 (bottom). In this example, the exact value of 3 is 0.09.
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RS

e T T, e e e
o o = 40 =]
thetal

Fig. 3.5: Linear approximation to relative change in impedance (see details in Appendiz A)

(%)1 = L(a1 + B1) (top). Sum of linear and first non-linear terms (%)1 + (%)2 =
(%)1 + 3 [3(o1 — B1)% + (a2 + B2)] (bottom). In this example, the ezact value of % is
0.198.
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40

{dleigcic) Hdeltat/ <),

Bt

Fig. 3.6: Linear approzimation to relative change in velocity (see details in Appendiz A) (
$(on — B1) (top). Sum of linear and first non-linear terms (%)1 + (ATC)2 = (

—

Ay _
Ac
)+
2 [3(o1 + B1)? — B2 + (ao — B2)] (bottom). In this example, the ezact value of AT is
0.118.

O
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4. THREE PARAMETER ELASTIC INVERSION

In this chapter, we extend our work on direct non-linear inversion for 1D two parameter
acoustic media (Chapter 3) to the three parameter elastic case. Weglein and Stolt (1992)
presented the Born approximation inversion solutions for 2D elastic media (P-wave velocity,
S-wave velocity and density vary vertically and laterally) using three parameters. Recently,
R. H. Stolt extended the earlier elastic results to 3D. But that work mainly focuses on linear
elastic formulations. In this chapter, we use the same parameters and derive the first set
of direct non-linear inversion equations for 1D elastic media (i.e., depth/vertically varying

P-wave velocity, S-wave velocity and density).

The terms for moving mislocated reflectors are separated from inversion-only terms. Al-
though in principle this direct non-linear inversion approach requires all four components
of elastic data, synthetic tests indicate that consistent value-added results may be achieved
given only DFP (PP data) measurements. This means that we can perform direct elastic
non-linear inversion only using pressure measurements, i.e. towed streamer data. For the

case that all four components of data are available, a consistent method is provided.

Finally, we present the application to the time-lapse seismic data to distinguish pressure
changes from reservoir fluid changes while the conventional seismic time-lapse attributes

has difficulty. Initial tests give very useful results.
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Three parameter elastic inversion

4.1 Background for 2D elastic inversion

In this section we consider the inversion problem in two dimensions for an elastic medium.
We start with the displacement space, and then, for convenience (see e.g., Weglein and
Stolt, 1992; Aki and Richards, 2002), we change the basis and transform the equations to

PS space. Finally, we do the elastic inversion in the PS domain.

4.1.1 In the displacement space

We begin with some basic equations in the displacement space (Matson, 1997):

Lu=f, (4.1)
Lou = f7 (42)
LG =3, (4.3)
LoGO - 5, (44)

where L and L, are the differential operators that describe the wave propagation in the
actual and reference medium, respectively, u and f are the corresponding displacement and
source terms, respectively, and G and Gq are the corresponding Green’s operators for the

actual and reference medium.

Similar to Chapter 1, defining the perturbation V' = Ly — L, the Lippmann- Schwinger

equation for the elastic media in the displacement space is

G = Go+ GoVG. (4.5)
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Iterating this equation back into itself generates the Born series

We define the data D as the measured values of the scattered wave field. Then, on the

measurement surface, we have

D = GoVGo+ GoVGoVGoy + -+ . (4.7)

Expanding V' as a series in orders of D we have

V:%+%+%+..._ (48)

Substituting Eq. (4.8) into Eq. (4.7), evaluating Eq. (4.7), and setting terms of equal
order in the data equal, the equations that determine Vi, V5, ... from D and Gy would be
obtained.

D = GoViGh, (4.9)

0 = GoValGy + GoViGo Vi G, (4.10)

In the actual medium, the 2-D elastic wave equation is (Weglein and Stolt, 1992)

9 10 81’781 + (92,u82 81(’7 — 2#)82 + c%,ual Uq
Lu= |pw + =f,
0 1 82<")/ — 2/,6)81 + 81u82 82"}/82 + 81/1@1 (75)
(4.11)
where
Uy
u= = displacement,
U2
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p = density,

v = bulk modulus (= pa? where a = P-wave velocity),
p = shear modulus (= pB? where 3 = S-wave velocity),

w = temporal frequency (angular), 9; and 0, denote the derivative over x and z, respectively,

and
f is the source term.

For constant (p,~, 1) = (po, Y0, to), (a, ) = (o, Bo), the operator L becomes

10 IF + 11005 — J10) 01 O
Lo = | pow? | oot Do —mo)B )| (4.12)

01 (Yo — 110)D10s 105 + Y003

Then,

VELO—L

a,w? + afoha, 01 + B30sa,0s O (aGay, — 265a,)0 + B3302a,01 (4.13)
=—po ) .
Dy(ada, —263a,)0n + 201a,0s  a,w® 4+ aldaa, 0y + B201a,0
where a, = £ -1, a, = X — 1 and a, = £ — 1 are the three parameters we choose to do
PO 70 H0

the elastic inversion. For a 1D earth (i.e. a,, a, and a, are only functions of depth z), the
expression above for V' becomes

a,w? + a0} + B30xa,0o (ada, — 2[3a,)0105 + B302a,,00

V= —Lo . (414)
Dy(ada, —2062a,)0n + BRa,010 a,w? + ad0sa,05 + a0}
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4.1.2 Transforming to PS space

P
u
For convenience, we can change the basis from u = ' to to allow Ly to be
U Qbs
diagonal,
P O1uy + Osu
o_ |¢ || Ot o) , (4.15)
¢S Mo(aluz - 82u1)
also, we have
P O1uy + Oqu
O I , (4.16)
¢S fo(Orug — Opuy)
01 Oy Yo . .
where II = , o = . In the reference medium, the operator Ly will
—0y O 0 po
transform in the new basis via a transformation
. Ly o
Lo=nrm 'yt = | " " |,
0 IS
s . 01 —0, . ) )
where Lg is Ly transformed to PS space, II7 = V™2 is the inverse matrix of
Oy O
11, LY = w?/a2 + V2, L§ = w?/B32 + V2, and
FP
F =1If = ) (4.17)
FS
Then, in PS domain, Eq. (4.2) becomes,
LY 0 ¢P P
o - . (4.18)
0 Ly ° FS
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. N1 . o8-l
Since Gy = Ly*, let G = (Lf;) and G = (Lg) , then the displacement Gy in PS
domain becomes
. . [GF o
Go = TollGoIT™ = R (4.19)
0 s
So, in the reference medium, after transforming from the displacement domain to PS do-

main, both Ly and Gy become diagonal.

Multiplying Eq. (4.5) from the left by the operator I'¢Il and from the right by the operator

1!, and using Eq. (4.19),

DG = Gy + Go (IVIT Ty Y) TG

where the displacement Green’s operator G is transformed to the PS domain as

. GPP  GPs
G =TIIGIT ! = : (4.21)
GISP - (xSS
The perturbation V' in the PS domain becomes
) VPP VPS
V=1VII''T,! = , (4.22)
V'SP 1SS

where the left superscripts of the matrix elements represent the type of measurement and

the right ones are the source type.

Similarly, applying the PS transformation to the entire inverse series gives

V=Vi+VotVit---. (4.23)
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It follows, from Eqs. (4.20) and (4.23) that

D - GO‘/lGO, (424)
GoVaGo = —GoViGoVi Gy, (4.25)
. DPP DPS
where D = are the data in the PS domain.
DSP PSS

In the displacement space we have, for Eq. (4.1),
u = Gf. (4.26)
Then, in the PS domain, Eq. (4.26) becomes
& = GF. (4.27)
On the measurement surface, we have
G = Gy + GoViGy. (4.28)
Substituting Eq. (4.28) into Eq. (4.27), and rewriting Eq. (4.27) in matrix form:

" Gyoo ) (FP GEoo ) (vEr sy (GE oo (PP
= ) - ) b ) . (4.29)
¢ 0 G5) \Fs o as)\vEr s o as) \Fs

This can be written as the following two equations

o = GEFP + GEVPPGUFP + GEVISGS S, (4.30)
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¢S = GSFS + GSVSEPGUFP + GSVSSGSFS. (4.31)

We can see, from the two equations above, that for homogeneous media, (no perturbation,
Vi = 0), there are only direct P and S waves and that the two kind of waves are separated.
However, for inhomogeneous media, these two kinds of waves will be mixed together. If
only the P wave is incident, ¥ = 1, F'¥ = 0, then the two Eqgs. (4.30) and (4.31) above

are respectively reduced to

of = GL + GEVIPPGr. (4.32)
¢ =GV QL. (4.33)

Hence, in this case, there is only the direct P wave C;'g , and no direct wave S. But there
are two kinds of scattered waves: one is the P-to-P wave GFV,PPGE, and the other is the

P-to-S wave (A}’(*? ‘A/lsp C;’ég . For the acoustic case, only the P wave exists, and hence we only

have one equation ¢ = GF + GEVFPGE.

Similarly, if only the S wave is incident, F = 0, F¥ = 1, and the two Eqgs. (4.30) and

(4.31) are, respectively, reduced to

of = GLVISGS, (4.34)
¢ = G5 + GIVS5GS. (4.35)

In this case, there is only the direct S wave GOS , and no direct P wave. There are also two
kinds of scattered waves: one is the S-to-P wave GEVPSGS | the other is the S-to-S wave

NSY7S8S AS
GSVSSGs.
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4.2 Linear inversion of a 1D elastic medium

Writing Eq. (4.24) in matrix form

DFP  DPS G(IJD 0 f/lPP ‘71PS G(})D 0

. . = . . . R (4.36)

DSP DSS 0 Gg V'ISP ‘/ISS 0 Gg

leads to four equations

DFP _ GEVEPGE (4.37)
DPS — GrUPSEs, (4.38)
DSP = G5V G, (4.39)
DS = GSVSSGS. (4.40)

For z; = z, = 0, in the (ks, 25; kg, 24; w) domain, we get the following four equations relating
the linear components of the three elastic parameters and the four data types:
~ 1 k2N - 1 K2\ -
D™ (ky, 0; =k, 05 0) = — 7 ( - U—Z) Gy (=2vg) — (1 + ;Z) as) (—2v,)
g g

2]€252
_ "0 ~(_9 4.41
b7+ ke ) A

nPS 1 kg kg ~(1) 5(2) 3 ~(1)
D™ (vg,mg) = AR + 77_ a, (—vg —mg) — ngkg(’/g +n) | 1— Vo a, (=5 — ng),
g g 97y

(4.42)

~ 1k, k- 32 k2

DSP _ = g g 1)/ 0 k ") W, _

(Vg5 1g) 1 (l/g + 7]g> a, (—vg —my) + 92 (Vg + 1) VTl a,, (=5 — ny),

(4.43)
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- 1 k2 n2 + k2 2k?2
SS _ g |\ =1 g9 g9 g9 ~(1

where
2

—5

w
ng + k‘g =
ap

2
2 2 _ Y
n, +k;, = —.
R
For the P-wave incidence case (see Fig. 4.1), using k2 /v; = tan? 0 and k2/(v7 +k2) = sin” 0,
where 6 is the P-wave incident angle, Eq. (4.41) becomes
206 sin* 0,

~ 1 - 1 ~
D¥F(y,,0) = _Z(l — tan? 0)&21)(—21/9) - 1_1(1 + tan? H)agl)(—ng) + — 2 (—2v,).
0

(4.45)

In this case, when Gy = /1 = 0, Eq. (4.45) reduces to the acoustic two parameter case Eq.

(3.11) for z, = 2z, = 0.

4.3 Direct non-linear inversion of 1D elastic medium

Writing Eq. (4.25) in matrix form:

o sl \vge vss |\ o s
o éoP 0 lep f/lps G(I)’ 0 f/lPP les GOP 0 (4.46)
0o S VlSP v Ss 0 ég VlSP f/lss 0 ég
leads to four equations
GEVTGE = —GRVPPGRVIPay — GV GRver Gy, (4.47)

29



Three parameter elastic inversion

Incident P-wave R*? Pp

Ay Boa Po
oy, B19 P

TPP

Fig. 4.1: Response of incident compressional wave on a planar elastic interface. ag, By and pg
are the compressional wave velocity, shear wave velocity and density of the upper layer,
respectively; a1, B1 and p1 denote the compressional wave velocity, shear wave velocity
and density of the lower layer. RFY, RSP, TPP and TSP denote the coefficients of
the reflected compressional wave, the reflected shear wave, the transmitted compressional
wave and the transmitted shear wave, respectively. (Foster et al., 1997)

ég‘éps@s _ _égvlppégvlpséos _ ég’leSéngSSég’ (4.48)
GRVETGY = ~GRVEmGLITGE — GIVSSGRVEnay. (4.49)
CRVESGY = —GRUSPGETISGY — CRVP GRS, (1.50)

Since le P relates to DPP , ‘7113 S relates to DPS , and so on, the four components of the data
will be coupled in the non-linear elastic inversion. We cannot perform the direct non-linear
inversion without knowing all components of the data. As shown in Chapter 3 and this
chapter, when the work on the two parameter acoustic case is extended to the present three
parameter elastic case, it is not just simply adding one more parameter, but there are more

issues involved. Even for the linear case, the linear solutions found in (4.41) ~ (4.44) are
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much more complicated than those of the acoustic case. For instance, four different sets of
linear parameter estimates are produced from each component of the data. Also, generally
four distinct reflector mislocations arise from the two reference velocities (P-wave velocity

and S-wave velocity).

However, in some situations like the towed streamer case, we do not have all components
of data available. A particular non-linear approach to be presented in the next section,
has been chosen to side-step a portion of this complexity and address our typical lack of
four components of elastic data: using DFF as the fundamental data input, and perform a
reduced form of non-linear elastic inversion, concurrently asking: what beyond-linear value
does this simpler framework add? We will see from the numerical tests presented in the

following section.

4.3.1 Only using DY — a particular non-linear approach and the numerical tests

When assuming only DFP are available, first, we compute the linear solution for a,()l), a(vl)

and af}) from Eq. (4.41). Then, substituting the solution into the other three equations
(4.42), (4.43) and (4.44), we synthesize the other components of data — DS DSP and D55
Finally, using the given DPP and the synthesized data, we perform the non-linear elastic
inversion, getting the following second order (first term beyond linear) elastic inversion

solution from Eq. (4.47),

(1 - tan®6) aff)(z) + (1 + tan®6) ag)(z) — 8b? sin? Hal(f)(z)
2

(tan*6 — 1) [a(vl)(z)}z +
T tamt) — 2 (LY (6 ) tant0] oy 2
T3 {<1 tan 6) C+1\C 2 ! cos? 6 5" (2)]
2
— 4b* ltan2 0 — C’L—i—l (%) (% - ) tan? 9] agl)(z)as)(z)
0

2 2 1 2
+ 2b* (tan2 0 — g—g) [2 sin? § — cric (a_g - 1> tan? 0] [a/(})(z)}z

— N =
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-3 () @ [ - a2

cos* 0
1 z
b (1 — tan*0) ag)’(z)/o dz' [al) () — alV) ()]
+ 4b* tan? Qaﬁ)/(z) / dz' [a(l 1 ()]
0

2 1 (o —1)2 +22 ,
0—4—15<§ 1>tan 0 (tan®6 — C) b /dzalz( C+1) )aﬁ)l)(z)
2 2 [(a? 9 4/ ) (C—=1)z' 422 (1) (s
C’+1C’(§ 1)tan 9(tan6 5())() dzauz i1 a,’ (2')
2

’ _ /
<a_(2) — 1) tan’ @ (tan 0+ C’ b2/ d7 a (1) af)l)z ((C (Cli—zl—)'— 22)

L (of 2 2 r(1) w ((C—-1)z"+2z
C’+120( 2 )tan 0 (tan® 6 + )/0 d?'a;’ () a,’ i1 )

(4.51)

(1) (C—1)2"+2z\ __ ) [ (C—1)2"422 o ﬁ V/1-b2sin? @
where Qp P (W) =d |:(lp <(C‘T)i| /dZ b= 2 and C Vg m

The first five terms on the right side of Eq. (4.51) are inversion terms; i.e., they contribute
to parameter predictions. The other terms on the right side of the equation are imaging
terms. The arguments for the remarks above are the same as in the acoustic case in Chapter
2. For one interface model, there is no imaging task. The only task is inversion. In this
case, all of the integration terms on the right side of Eq. (4.51) are zero, and only the first
five terms can be non-zero. Thus, we conclude that the integration terms (which care about
duration) are imaging terms, and the first five terms are inversion terms. Both the inversion
and imaging terms (especially the imaging terms) become much more complicated after the
extension of acoustic case (Chapter 2 and 3) to elastic case. The integrand of the first three
integral terms is the first order approximation of the relative change in P-wave velocity.
The derivatives agl)/, agl)' and a,(})' in front of those integrals are acting to correct the wrong

locations caused by the inaccurate reference P-wave velocity. The other four terms with

integrals will be zero as 3y — 0 since in this case C' — oo.

In the following, we test this approach numerically.
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For a single interface 1D elastic medium case, as shown in Fig. 4.1, the reflection coefficient

RPP has the following form (Foster et al., 1997; Appendix B)

N
PP = — 4.52
R = (1.52)
where
N = — (1 + 2k2*)?bV1 — 222V1 — d?22 — (1 — a + 2kx?)*beda?
+ (a — 2kz*)?cdV1 — 221 — b2a2
+ 4k V1 — 22V1 — 0222V 1 — 2a2V1 — d2a? — adv/1 — b2a2V/1 — c2a?
+ abev'1 — 22V1 — d2a2, (4.53)
D =(1+ 2kx*)?bV1 — 222V1 — d222 + (1 — a + 2k2?)*beda?
+ (a — 2kx*)?cdV1 — 221 — b222
+4k22%V1 — 22V1 — b222V1 — 2a2V1 — d22? + adV'1 — b222V1 — 222
+abev1 — 22V/1 — d2a2, (4.54)

where a = p1/po, b = Bo/ag, ¢ = ay/ag, d = Bi/ag, k = ad®* — b*and z = sin@, and
the subscripts “0” and “1” denote the reference medium and actual medium respectively.
Similar to the acoustic case, using the analytic data (Clayton and Stolt, 1981; Weglein et al.,
1986)

621'1/9(1

D" (v,,0) = R"F(9) (4.55)

4miv,’
where a is the depth of the interface. Substituting Eq.(4.55) into Eq.(4.45), Fourier trans-

forming Eq.(4.45) over 2v,, and fixing z > a and 0, we have

2
(1 — tan? Q)a/(})(z) + (1 + tan® G)CLE/I)(Z) — 8§—% sin Haf})(z) = 4RPP(0)H (2 —a).  (4.56)
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In this section, we numerically test the direct inversion approach on the following four

models:

Model 1: shale (0.20 porosity) over oil sand (0.10 porosity). py = 2.32g9/cm?, p; =
2.46g/cm?; ag = 262Tm/s, oy = 4423m/s; By = 1245m/s, By = 2939m/s.

Model 2: shale over oil sand, 0.20 porosity. py = 2.32g/cm3, p; = 2.27g/cm3; ag = 2627m/ s,
a; = 3251m/s; B = 1245m/s, 31 = 2138m/s.

Model 3: shale (0.20 porosity) over oil sand (0.30 porosity). py = 2.32g/cm?, p; =
2.08¢g/cm?; g = 2627Tm/s, oy = 2330m/s; By = 1245m/s, By = 1488m/s.

Model 4: oil sand over wet sand, 0.20 porosity. py = 2.27g/cm?, p1 = 2.32g/cm?; oy =
3251m/s, ay = 3507m/s; fo = 2138m/s, 1 = 2116m/s.

To test and compare methods, the top of sand reflection was modeled for oil sands with
porosities of 10, 20, and 30%. The three models used the same shale overburden. An

oil/water contact model was also constructed for the 20% porosity sand.

The low porosity model (10%) represents a deep, consolidated reservoir sand. Pore fluids
have little effect on the seismic response of the reservoir sand. It is difficult to distinguish
oil sands from brine sands on the basis of seismic response. Impedance of the sand is higher

than impedance of the shale.

The moderate porosity model (20%) represents deeper, compacted reservoirs. Pore fluids
have a large impact on seismic response, but the fluid effect is less than that of the high
porosity case. The overlying shale has high density compared to the reservoir sand, but the
P-wave velocity of the oil sand exceeds that of the shale. As a result, impedance contrast is

reduced, and shear wave information becomes more important for detecting the reservoir.

The high porosity model (30%) is typical of a weakly consolidated, shallow reservoir sand.
Pore fluids have a large impact on the seismic response. Density, P-wave velocity, and the

a/ 3 ratio of the oil sand are lower than the density, P-wave velocity, and «/f ratio of the
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overlying shale. Consequently, there is a significant decrease in density and P-wave bulk

modulus and an increase in shear modulus at the shale/oil sand interface.

The fourth model denotes an oil/water contact in a 20% porosity sand. At a fluid contact,
both density and P-wave velocity increase in going from the oil zone into the wet zone.

Because pore fluids have no affect on shear modulus, there is no change in shear modulus.

Using these four models, we can find the corresponding R from Eq. (4.52). Then,
choosing three different angles 6, 65 and 63, we can get the linear solutions for ag,l), agl)

and af}) from Eq. (4.56) , and then get the solutions for a,(f), ag) and af?) from Eq. (4.51).

There are two plots in each figure. The left ones are the results for the first order, while
the right ones are the results for the first order plus the second order. The red lines denote
the corresponding actual values. In the figures, we illustrate the results corresponding to

different sets of angles 6; and 5. The third angle 65 is fixed at zero.

Fig. 4.2: Model 1: shale (0.20 porosity) over oil sand (0.10 porosity). py = 2.32g9/cm3,p1 =
2.46g/cm?; g = 262Tm /s,y = 4423m/s; By = 1245m/s, 1 = 2939m/s. For this model,

the exact value of a, is 0.06. The linear approrimation a,g,l) (left) and the sum of linear

and first non-linear agl) + af) (right).

The numerical results indicate that all the second order solutions provide improvements
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Fig. 4.3: Model 1: shale (0.20 porosity) over oil sand (0.10 porosity). py = 2.32g/cm3,p1 =
2.46g/cm?; g = 2627Tm /s, oy = 4423m/s; By = 1245m/s, 1 = 2939m/s. For this model,
the exact value of a., is 2.01. The linear approximation a,(yl) (left) and the sum of linear
and first non-linear agl) + ag) (right).

over the linear solutions for all of the four models. When the second term is added to

linear order, the results become much closer to the corresponding exact values and the

surfaces become flatter in a larger range of angles. But the degrees of those improvements
are different for different models. How accurately DT effectively synthesize DS and DS

(as shown in Figs. 4.14 ~ 4.17) determined the degree of benefit provided by the non-linear

elastic approach. All of the “predicted” values in the figures are predicted using the linear

results from DPP. And the “actual” values are calculated from the Zoeppritz’ equations

(Appendix B).

In principle, the elastic non-linear direct inversion in 2D requires all four components of
data. However, in this section we introduce an approach which requires only DFF and
approximately synthesizes the other required components. Based on this approach, the first
direct non-linear elastic inversion solution is derived. Value-added results are obtained from
the non-linear inversion terms beyond linear. Although DP? can itself provide useful non-

linear direct inversion results, the implication of this research is that further value would
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Fig. 4.4: Model 1: shale (0.20 porosity) over oil sand (0.10 porosity). py = 2.32g9/cm3,p1 =
2.46g/cm?; g = 2627Tm /s, oy = 4423m/s; By = 1245m/s, 1 = 2939m/s. For this model,

the exact value of a, is 4.91. The linear approximation a,(}) (left) and the sum of linear

and first non-linear a,(}) + a,(?) (right).

derive from actually measuring DPP_DPS DSP and D55, as the method requires. In the
following section, we give a consistent method and solve all of the second order Eqgs. (4.47),

(4.48), (4.49) and (4.50) with all four components of data available.
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Fig. 4.5: Model 2: shale over oil sand, 0.20 porosity. py = 2.32g/cm?,p1 = 2.27g/ecm3; a9 =
2627m/s, o1 = 3251m/s; By = 1245m/s, 1 = 2138m/s. For this model, the exact value
of a, is -0.022. The linear approximation agl) (left) and the sum of linear and first

(1)

non-linear a,’ + a,(32) (right).

Fig. 4.6: Model 2: shale over oil sand, 0.20 porosity. py = 2.32g/cm3 p1 = 2.27g/cm>; g =

2627m/s, o1 = 3251m/s; By = 1245m/s, 51 = 2138m/s. For this model, the exact value

of a is 0.498. The linear approzimation a.(yl) (left) and the sum of linear and first non-

linear agl) + a%2) (right).
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Fig. 4.7: Model 2: shale over oil sand, 0.20 porosity. py = 2.32g/cm?,p1 = 2.27g/ecm3; a9 =
2627m/s, o1 = 3251m/s; By = 1245m/s, 1 = 2138m/s. For this model, the exact value

of a, 1s 1.89. The linear approximation a,(}) (left) and the sum of linear and first non-

linear af}) + ag) (right).

Fig. 4.8: Model 3: shale (0.20 porosity) over oil sand (0.30 porosity). py = 2.32g9/cm3,p1 =
2.08¢g/cm?; g = 262Tm /s,y = 2330m/s; By = 1245m/s, 1 = 1488m/s. For this model,
the exact value of a, is -0.103. The linear approzimation af,l) (left) and the sum of linear

and first non-linear aﬁ,l) + a5,2) (right).
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Fig. 4.9: Model 3: shale (0.20 porosity) over oil sand (0.30 porosity). py = 2.32g/cm3,p1 =
2.08g/cm3; g = 2627m/s, a1 = 2330m/s; By = 1245m/s, 31 = 1488m/s. For this model,
the exact value of a~ is -0.295. The linear approzimation agl) (left) and the sum of linear

QORI ))

and first non-linear a5’ + ay”’ (right).

Fig. 4.10: Model 3: shale (0.20 porosity) over oil sand (0.30 porosity). py = 2.32g/cm>,p1 =
2.08g/cm?; 09 = 262Tm/s, a1 = 2330m/s; By = 1245m/s, 31 = 1488m/s. For this
model, the eract value of a, is 0.281. The linear approximation a,(}) (left) and the

sum of linear and first non-linear a&l) + a,(?) (right).
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Fig. 4.11: Model 4: oil sand over wet sand, 0.20 porosity. py = 2.27g/cm3, p1 = 2.32g/cm?; ap =
3251m/s, a1 = 3507m/s; By = 2138m/s, /1 = 2116m/s. For this model, the exact value
of a, is 0.022. The linear approximation aE,l) (left) and the sum of linear and first
non-linear a5 + a? (right

p p ght).

Fig. 4.12: Model 4: oil sand over wet sand, 0.20 porosity. po = 2.27g/cm?>, py = 2.32g9/cm3; o =
3251m/s, a1 = 3507m/s; By = 2138m/s, 1 = 2116m/s. For this model, the exact value
of ay is 0.19. The linear approximation a,(yl) (left) and the sum of linear and first non-
linear a\” + a{? (right

¥ gl ght).
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Fig. 4.13: Model 4: oil sand over wet sand, 0.20 porosity. po = 2.27g/cm3, p1 = 2.32g9/cm3; ap =
3251m/s, a1 = 3507m/s; By = 2138m/s, 1 = 2116m/s. For this model, the exact value
of a, is 0.001. The linear approximation af}) (left) and the sum of linear and first
non-linear a.) + a.? (right

B 1 ght).
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shale (0.2 porosity) over oil sand (0.1 porosity).

Rsp-actual | |
- - = Rsp-predicted

5 10 15 20 25 30 35

Fig. 4.14: The comparison between the synthesized values and the actual values of Rsp (top)
and Rps (bottom) for Model 1: shale (0.20 porosity) over oil sand (0.10 porosity).
po = 2.32g/cm3, p1 = 2.46g/cm?3; a0 = 2627m/s, o = 4423m/s; By = 1245m/s, 31 =
2939m/s.
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shale (0.2 porosity) over oil sand (0.2 porosity).

Rsp-actual
= = = Rsp-predicted

~<n

5 10 15 20 25 30 35 40 45 50

Rps-actual
= = = Rps-predicted| ._|

5 10 15 20 25 30 35 40 45 50

Fig. 4.15: The comparison between the synthesized values and the actual values of Rsp (top) and
Rps (bottom) for Model 2: shale over oil sand, 0.20 porosity. py = 2.32g/cm3,p; =
2.27g/em3; g = 2627m/s, oy = 3251m/s; By = 1245m/s, 1 = 2138m/s.
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shale (0.2 porosity) over oil sand (0.3 porosity).

Rsp-actual
= = = Rsp-predicted| |

5 10 15 20 25 30 35 40 45 50
]
shale (0.2 porosity) over oil sand (0.3 porosity).
I I I
Rps-actual
= = = Rps-predicted| _|
1 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50

Fig. 4.16: The comparison between the synthesized values and the actual values of Rsp (top)
and Rps (bottom) for Model 3: shale (0.20 porosity) over oil sand (0.30 porosity).
po = 2.32g/cm3, p1 = 2.08g/cm?; a0 = 2627m/s, a1 = 2330m/s; By = 1245m/s, 1

1488m/s.
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oil sand (0.2 porosity) over wet sand (0.2 porosity).
I I I

Rsp-actual |
= = = Rsp-predicted

1 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50
0 (degree)

oil sand (0.2 porosity) over wet sand (0.2 porosity).
T T T

Rps-actual
= = = Rps-predicted| _|

1 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50
6 (degree)

Fig. 4.17: The comparison between the synthesized values and the actual values of Rsp (top) and
Rps (bottom) for Model 4: oil sand over wet sand, 0.20 porosity. po = 2.27g/cm?, p1 =
2.32g/cm3; g = 3251m/s, oy = 3507m/s; By = 2138m/s, 1 = 2116m/s.
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4.3.2 Using all four components of data — full

direct non-linear elastic inversion

Using four components of data, one consistent method to solve for the second terms is,

first, using the linear solutions as shown in Eqs. (4

get the linear solution for a,(,l), a(vl)

the following way

A1), (4.42), (4.43) and (4.44), we can

and a,(}) in terms of DFP DPS DSPand D55 through

DPP
Q)
p ~
DPS
nl _ AT H\-1T
Y [ =Moo | , (4.57)
DSP
e
n ~
DSS
where the matrix O is
LPP2 LPP2 2ﬂszP2
—i 1= ) =11+ %= T TR ZEAY
vy vy o¢0<ug + g )
2
1 (kSRS B LPS(,,PS . ,.PS kS
dC 0 gurky” (v +05°) (1= ot
1 (k$T RS B3 1.8P (,SP | . SP kP - @5)
L (kg Rg Po_ L
(o + ) ! sk (057 +07) (1= b
552 $52, 552 552
—1 1—k9 5 0 — |k ng - 2]2?.; p)
4 nss anSs k552 4SS

and O7 is the transpose of matrix O, the superscript —1 denotes the inverse of the matrix

oT0.

Let the arguments of ag) and a.) in Egs. (4.41), (4.

PP _ P
21/g = -,

S PS

which leads to (please see details in Appendix B)

2
w w o? . w
2= cosHP = =, [1— gsm29P5—|——COSQPS:
(%] (&%) 0 0
W
:2ﬁ—COSQSS.
0

7

42), (4.43) and (4.44) equal, we need

w
— cos0°F +
(&%)

W
=
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HPP

From the expression above, given , as shown in Fig. 4.18, we can find the corresponding

angles 05, 057 and 0% which appear in matrix O

P [élb2 cos? Y +1 — b2]

4bcos OFF
4% cos? PP — 1 4+ b2
4b2 cos OFF ’

057 = cos™! [

059 = cos™? (b cos GPP) ,

where b = 20
aQ

ysBosPo :
Oy PyspPy Ay BysPy

%y Bos P v o> Bos Py
al?Blspl (xl,[?)l,pl

Fig. 4.18: Different incident angles.

Then, through the similar way, we can get the solution for aff), ag) and a,(f) in terms of a,(,l),

agl) and a&l)

(2)

o2 | = (0T0)0"Q, (4.59)

where the matrix () is in terms of a,()l), a(wl) and af}).
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Based on this idea, we get the following non-linear solutions for Eqs. (4.47), (4.48), (4.49)

and (4.50) respectively.

The form of the solution for Eq. (4.47), i.e
GEVP Gy = =GV GEVIT Gy — GOV GRVET G

is the same as Eq. (4.51). In the (ks, zs; kg, z5;w) domain, we get the the other three

solutions respectively, for Eqgs. (4.48), (4.49) and (4.50).

The solution for Eq. (4.48), i.e
CEVESGS = —GEVEPGIVPSGS — GEVPSGSVSSGS,

18

L[k kg) (2) i ( kg ) 2
——|—=+—]a kg (Vg +my) | 1 ——— a?(z
4 (Vg Ny p ( ) 202 ( g g) Vgl H ( )
2
(Al Y L (B B—gcﬁﬁ“ ey 2ﬁ0 0 2kl 2% +20k760
2 C+1) nw2 \ag a7
+ 1_; 1 /600]{)3 260 +2ﬁ0 &_201{:5 2@_& &_ k'?ﬁo
2 C+1)nw2\og Iwt It
1 1 1
(a0 ) o (0 - 9058 - g ik st
g
B8 3, 2,350
—4 2C ygkgﬁ
1 1 1 ﬁo 3 553 w2 3 2 3ﬁ§ 2 5561
_ (% - (J—+1> T ( ok = K3 — k2K — A0V + SOV
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where 7y, = Cuvy, k2 + v; = w?/ag and k2 + 17 = w?/G5. In Appendix B, we give some

typical integrations which can be useful for the derivations, and Appendix C could help
in both derivation of the solution and understanding the algorithm. The interpretation of

these results are similar to those provided in Chapter 4.

After we solve all (four) of the second order equations, future research is to perform numer-

ical tests with all four components of data available.

The next section is another application of the direct non-linear inversion method (with PP

data only) to the time-lapse seismic data.
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4.4 An application to time-lapse seismic data

The inverse scattering series based direct non-linear inversion method has shown positive
results on its application to multi-parameter 1D acoustic and elastic media (see, e.g., Chap-
ter 3 and previous sections of Chapter 4). In this section, we present another application of
this method to time-lapse seismic data aiming to distinguish pressure changes from reser-
voir fluid changes. Two elastic parameters (Shear modulus and velocity ratio) are chosen
to discriminate the two changes. Synthetic tests indicate that these two parameters are
very useful in mapping the pressure and fluid changes; and, the direct non-linear inver-
sion method gives closer and more reliable parameter predictions compared to conventional

linear order approximation.

4.4.1 Introduction

Time-lapse seismic data can be defined as those seismic data acquired at different times over
the same area to assess changes in the subsurface with time, such as fluid movement or the
fraction of hydrocarbons that can be or has been produced from a well, reservoir or field. In
the production field, it is very important to monitor the development of the reservoir, like
timely information on changes in reservoir pressure and fluids. In order to do this, repeated
experiments would be needed at different times over the same area. Since the changes in
reservoir pressure and fluids could affect the seismic response very similarly, conventional
seismic time-lapse attributes find difficulty in distinguishing pressure changes from reservoir
fluid changes. Some works on studying the sensitivities and/or discrimination of these two
changes have been presented by, e.g., Tura and Lumley (1999); Landrg (2001); Landrg et al.
(2003); Landrg and Duffaut (2004); Stovas and Landrg (2005); Kvam and Landrg (2005).

In this section, as suggested by Robert G. Keys and Douglas J. Foster, we choose two
parameters — relative changes in shear modulus and velocity ratio V,,/V; (V, is the acoustic

P-wave velocity and V; is the elastic S-wave velocity) which may be useful for separating
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pressure changes from fluid changes. The reason for choosing these two parameters is that
V,/ Vs is sensitive to changes in fluid /water saturation, but insensitive to changes in pressure;
while, shear modulus is sensitive to changes in pore pressure but unaffected by changes in
fluid. These two parameters can help to indicate either a pressure or a fluid changed in the
reservoir. Hence, if these two parameters can be more accurately predicted/estimated using

the direct non-linear inversion method, it would be easier to accomplish this goal.

The direct non-linear inversion method is based on the inverse scattering series, and it uses
the measured scattered wave field, i.e., data D, to predict the earth property changes in
space. Over here, the baseline survey is considered as the reference wave field G in the
inverse scattering series, and the monitor survey as the actual wave field G. The initial
reservoir condition is considered as the background and the reservoir property changes in
TIME are related to the earth property changes in SPACE in the inverse scattering series,
and the monitor survey minus the baseline survey is related to the scattered field. The
relationship between the inverse scattering series and the time-lapse seismic monitoring is

illustrated in the following table:

Inverse scattering series Time-lapse seismic monitoring
Reference medium L Initial reservoir condition
Actual medium L Current reservoir condition

Earth property changes in space V' = Ly — L | Reservoir property changes in time

Reference wave field Gg Baseline survey
Actual wave field G Monitor survey
Scattered wave field D = G — G| Monitor — Baseline

In the following sections, we show the numerical tests of the first and second order algorithms
to estimate shear modulus and V,/V; contrasts with only DPF (PP data). The applications
are on the core data (Gregory, 1976) and Heidrun well log data, respectively. The tests

are similar to those numerical tests described in my previous work (e.g., Chapter 3 and
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previous sections of Chapter 4) with reference medium over actual medium replaced by
baseline over monitor; and the parameters require modification from a., a, and a, to ag, a,
and a,, where ap is the relative change in the velocity ratio V},/V;. The detailed derivations

of writing a%) and ag) in terms of agl), aﬁf), a,(}) and ag) are in Appendix B.

4.4.2 Core data tests

In this section, we numerically test the direct non-linear inversion approach and compare

the effects of pressure and fluid changes on the elastic properties in the following two cases:

(1) Fixing the fluid as 100% water saturation, while the pressure changes from 1000 to
9000psi. The measurement at pressure = 5000psi presents the baseline and the measure-
ments at the other different pressures are respectively considered as monitors (Gregory,

1976, Table 3).

(2) Fixing the pressure at 5000psi, while the fluid changes from 0 to 100 percent. The
measurement at 100% saturation is the baseline and the other cases with different water

saturations are monitors, respectively (Gregory, 1976, Table 4).

The numerical results are shown in the figures at the end of this chapter. As illustrated
in Figs. 4.19 and 4.20, when pressure changes, shear modulus has the most variation and
V,/Vs has the least variation; while when only water saturation changes, shear modulus
has the least variation and V,/V; has bigger variation. So shear modulus is very sensitive
to pressure changes while relatively not sensitive to the fluid changes, and V,/V; is very
sensitive to the fluid changes, but is relatively insensitive to the pressure changes. These
two parameters would be very useful in indicating/mapping pressure and fluid changes. The
P impedance has very big variation in both cases. So it is very sensitive to each of the two

kinds of changes and cannot discriminate fluid changes from pressure changes.

Figures. 4.21 ~ 4.24 show the comparison of first and second order approximation of the

relative changes in shear modulus and V,,/V; in the two cases as stated above. Among all of
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the examples tested, because the contrast here is relatively small, both the first and second
order approximation give good approximations, and the second order approximation does
an even better job, especially for larger contrasts, the improvements are more obvious. Here,
it is worth noting that the objective of the direct non-linear inversion method (e.g., Weglein
et al., 2003) is trying to predict more reliable property changes for more complex, larger

contrast targets where the error coming from the linear approximation would be significant.

4.4.3 Heidrun well log data tests

In this section, well log data tests are performed on the Heidrun synthetic well log A-52 (Fig.
4.25). From the year 1986 to the year 2001, at the first layer of the reservoir, oil is replaced
by gas, and at the second layer, oil is replaced by water. Throughout the interval, the pore
pressure decreased. So the main change that happened in the reservoir is the fluid change.

The baseline is the log data in 1986 and the monitor is the log data in 2001. In the numerical

tests, the inputs are analytically calculated reflection coefficients Ry, Rs,--- , R;,--- and the
corresponding actual changes are, respectively, 1\34_11 -1, 1\34_22 -1, % —1,--- (as shown in

Fig. 4.26), where M; and B; denote the i** layer mechanical properties of the monitor and

baseline, respectively.

From Fig. 4.27, we can see that, in the interval from about 3150 ~ 3185m, oil goes to
gas, and V,,/V; decreases; while in the interval from about 3200 ~ 3220m, oil is replaced
by water, and V},/V; increases. Throughout this area, the pore pressure decreases a little
bit, so the shear modulus increases in a small amount. The numerical results agree with
the given well log A-52, and also indicate that the shear modulus is not sensitive to fluid
changes since it has very small changes throughout the interval because the pressure change
is small. Figure 4.28 is the comparison of the first order and second order approximation
for the relative changes in the shear modulus. In this case, the second order approximation

provides significant improvements beyond the linear results. It is much closer to the actual
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values. Figure 4.29 shows that both the first and second order approximation give very good
results for the relative changes in V,/V,. The error from the first approximation is smaller
and hence the first order approximation is more reliable compared with shear modulus (Fig.
4.28). But when we zoom in on Fig. 4.29, say from about 3150 ~ 3590m, the results can be
re-illustrated in Fig. 4.30, and we can see that the second order approximation does give

better results compared with the first order approximation.

4.4.4 Conclusion

In this application of the direct non-linear inversion method to time-lapse seismic data, we
perform numerical tests (with PP data only), respectively, on core data and well log data.
In both cases, numerical results indicate that the second order approximation provides
improvements in the earth property predictions compared to the conventional first order
approximation. In addition, the numerical results (especially from the well log data tests)
show that the second order approximation is more helpful for predicting shear modulus
compared to V,/V;. This is a very important message since, in practice, the shear modulus
is more difficult to be reliably predicted compared to V,/V; with conventional inversion
methods. Future research is expected to apply this method to more realistic cases —

synthetic data and then real seismic data.
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The baseline is the log data in 1986 and the monitor is the log data in 2001.
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5. SUMMARY

The current methods for removing multiples and processing primaries can give useful results
when their assumptions are satisfied. However, under some circumstances, especially in deep
water and in highly heterogeneous media and/or with a rapidly varying and corrugated
boundary, the assumptions behind those algorithms cannot be adequately satisfied; and,
hence, those methods can have difficulty and may become ineffective or fail. This technical
difficulty combining with the increased interest and cost in exploring potential hydrocarbon
targets under such circumstances as mentioned above, motivated the need for fundamentally

new seismic concepts and capability (Weglein, 2006a).

To deal with the difficulties faced by current methods, one strategy is trying to develop
a fundamentally new procedure which avoids those assumptions behind current methods.
The inverse scattering series based task-specific subseries strategy has the potential to:
(1) not only attenuate but eliminate internal multiples; (2) image and invert primaries
under complex circumstances with large earth property changes. It provided a sequence
of algorithms, respectively, for multiple removals (Carvalho, 1992; Aratjo, 1994; Weglein
et al., 1997; Matson, 1997; Ramirez and Weglein, 2005), imaging without velocity (Shaw,

2005; Liu et al., 2005) and direct non-linear inversion.

In this dissertation, we develop a framework and algorithm for more accurate target iden-
tification. We focus on the direct non-linear inversion of 1D acoustic or elastic properties.
This is the first step into exploring the more comprehensive multi-parameter multi-D direct

non-linear inversion framework.
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Summary

Specifically, in Chapter 2, we extended the earlier work of, e.g., Weglein et al. (2001);
Weglein et al. (2003); Shaw and Weglein (2003); Shaw and Weglein (2004), from one para-
meter (velocity) 1D normal incidence to non-normal incidence case. We calculated the first
three terms in the inverse scattering series and identified task-specific imaging and inver-
sion terms. Numerical tests on three different one-interface models show that including the
first and second non-linear terms in the inverse scattering inversion subseries provides added
value and improved capability for parameter estimation compared to the conventional linear

results.

In Chapter 3, the direct non-linear inversion for the 1D one parameter case was generalized
to a multi-parameter case — two parameter (velocity and density) acoustic inversion. For
the first direct non-linear inversion solution obtained in this chapter, the tasks for imaging-
only and inversion-only terms were separated. Tests with analytic data indicated significant
added value, beyond linear estimates, in terms of both the proximity to actual value and

the increased range of angles over which the improved estimates are useful.

A closed form of the inversion terms for one-interface case was also obtained. This closed

form might be useful in predicting the precritical data using the postcritical data.

A special parameter Ac (Ac = c—¢y) (P-velocity change across an interface) was also found.
Its Born inversion (Ac); always has the right sign. That is, the sign of (Ac); is the same
as that of Ac. In practice, it could be very useful to know whether the velocity increases
or decreases across the interface. After exchanging the parameters from « (relative changes
in P-bulk modulus) and  (relative changes in density) to velocity and [, another form
of the non-linear solution was obtained. There would be no leakage correction (please see
details in Section 3.3) at all in this solution. This new form obviously indicates that the
imaging terms care only about velocity errors. The mislocation is due to the wrong velocity.
This is suggestive of possible generalization to multi-D medium, also of possible model type

independent imaging which only depends on velocity changes.
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Summary

In Chapter 4, the work on direct non-linear inversion for 1D two parameter (velocity and
density) acoustic media was extended to the three parameter (P-wave velocity, S-wave
velocity and density) elastic case. We presented the first set of direct non-linear inversion
equations for 1D elastic media. The terms for moving mislocated reflectors were separated
from inversion-only terms. Although in principle this elastic non-linear direct inversion in 2D
requires all four components of data, the elastic non-linear inversion showed benefit in all the
cases tested with DPP (PP data) only. This means that we could perform elastic inversion
in some situations with only pressure measurements available, i.e. towed streamer data.
How accurately PP data effectively synthesize PS, SP and SS data determined the degree
of benefit provided by the non-linear elastic inversion. For the case that all four components
of data are available, a consistent method was provided. We anticipate collecting PP, PS,

SP and SS would provide further benefit.

The direct non-linear elastic inversion method was also applied to the case of seismic time-
lapse data (with PP data only), which was under the mentor and guidance of Robert Keys,
Douglas Foster and Simon Shaw of ConocoPhillips. The goal is to distinguish pressure
changes from reservoir fluid changes in cases when conventional seismic methods have dif-

ficulties. The numerical tests show excellent results.

Although the work presented in this dissertation is mainly focused on 1D media, the proce-
dure can be generalized to multi-D. The objective of the direct non-linear inversion project
is to provide more reliable and more accurate earth property predictions for more complex
targets compared to current inversion methods. The future research will examine the multi-
D generalizations and the practical data requirements when move to field data tests. The
work presented in this dissertation is an initial part of the whole project. It would help to
demonstrate how this fundamentally new method would work in a simple 1D acoustic and
elastic world with perfect analytic data. Then, we could expect it to be useful in the real

world and field data application.
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A. ACOUSTIC CASE

1 Derivation of oy, 1 and oo, (3o

1. aq and ﬁl
Since
wiag(z) 1 ”? 10 %)
Vi(z,V) = K, gﬁl(z)@ p—oaﬁl(z)g
1, 0? 0 0
and
D = Go‘/lGo, (A2)
then, we have
1 +oo +oo
D(z4, 245 T, 255 W) :—/dx’/dz/Go(xg,zg;x’,z/;w)
Po
x |k (2) + 3 (z/)8—2 + iﬁ (z/)i Go(2', 2 x4, 25;w).  (A.3)
1 1 617/2 82, 1 aZ/ 0 )~y Lsy ~s) . .

Similar to the one parameter case, after the Fourier transform over z, and z,, Eq. (A.3)

becomes

+oo +oo
1 —
D(ky, zg; —ks, 2s; w) :%/dx'/dz’Go(kg,zg;x’,z';w)
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x |k (2) — K261(2) + aiﬂ (2 )ai Go(@', 2"y —ks, z5;w), (A.4)

where (Suppose a1 and 3; are not zero only under the source and receiver.)

, eiqg (2'—24)

2R . . —ikgx
Golky, ;2,2 w) = poes i (A.5)
5( Pk ) iksx! eiqs(z/—zs) (A 6)
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Then, Eq. (A.4) becomes

15(14:9,29; —ks, 255 W)

1 2
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After partial integration, where
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/leeiqu/%ﬂl(Z/)aeiqSZl :ngs / dZ /61( ) (Ig+qg) ,
then, we have
~ po k2 __ k2 ~
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g g

Similarly, using the relation g, = kcosf, Eq. (A.8) becomes

n Po —iqq(2g+2s
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-2+ (1= w5 (-2) . (A9)

This is Eq. (3.11).
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2. ap and [
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After the Fourier transform over z, and z,, Eq. (A.12) becomes (Suppose oy and f; is not

zero only under the source and receiver.)
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Then, after the Fourier transformation over 2¢, on both sides of Eq. (A.13) and divided by

m, the left side becomes

1 2
o 9042(2’) + (1 — tan® 0)52(2).
On the right side, where
=5 | % / 4" (Ko () = K251 (2)] [RPaa (2") = K2 (2")] einol+ ) cinl='=="
qg
d7 /dz” k. ﬁl( )] [ ( //) —kgﬁl(zﬁ)] eZiqu’H<2/ _ Z”)

[ [Pauie - S| [enten) - S| e - 2

qg g

dz” Lal(z’) — tan? Qﬁl(z')} [@al(z”) — tan® Hﬁl(z”)]

| cos?

% eQiqu’H(z/ . Z”),
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then, after the Fourier transformation over 2g, and divided by 7, I} becomes

—_— e —— 7
= 28Z/dz /dz [

gl 2') — tan® 6, (2 )} { ay(2") — tan’ Gﬁl(z”)}

“+oo

a 2 " i
- _ %—Z{ LO;@m(z) — tan? 951(2)} / dz" [CO;QOQ(Z”) — tan” 03 (2 )} H(z—=z )}

—0o0

9
=— % LO; 9041(2) — tan? 951(2)]
—% Loslzga’l(Z)—tanQ%i( )} /Zdz { 550 () — tan® 051 (2 )}
=~ Seomg®iC) tafg )+ By ()
QCc}s‘lQ 1(Z>/Zdzo‘1(z> tan49ﬁ1( )/ZdZ’ﬂl( )
;:2:299 i )/dzﬁl( ) ;22;8951( )/Zdzal(z’),

and

//l 8 a

82/,ﬁ (Z )_eiqu”

" iqgz 2 ( /) . k;ﬁl(z,)} eiqg\z’ z 5

dz’ /dz
dz /dz" 952" [12q) (2) —k‘gﬁl(z')}
2qg

X e’“]g|z -2 | |:<,lq ) /6 ( //)e’tiZ” + iqgﬁi<z//)eiqu//:|
= - QCZoq:29 / dZ dZ 061 61( ”) |: 2igq 2’ H(Z — >+621qu H(Z —Z)
+zqgtan 0 / dz /dz Bi(z e 2igqqz’ H(z' — 2"
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—+o00

" " 2iqgz’ _ 2iggz" _
2cos2e/dz /dz a1(2)p1(z )[ H( =2")+e H(Z" z)}

—00

tan 0 /OOdZ /dZ”ﬁ1 )BL(2") [ 2igg 7’ H(Z —z )-l—e?zqu H(Z" —Z)} )

then, after the Fourier transformation over 2g, and divided by 7, I, becomes

Pl v | [ o, 1
Iy = 4cos2d o (z )/dzﬁl( )+ 1 082951( )/d2a1(2)+2coszea1(2)ﬁ1(z)

z

-5 - i) [ e

— 00

z

—;041(2)61( ) — 2COSQ¢961( )/dZ/Oél(Z/)

2cos2 0

z

+ 05+ 0 [ aa)

1 z z I /
= al(s >/dzﬁl< )= gl [ )
and
o " iqez' 9 iqglz’ —2"| [1.2 " 2 " iqgz"’
o Bi(z )a—e o (K2 on (2") — k2 B1(2")] e

2qg

:2_q§>/

81 () gy 1| [R2en () — k3 By ()] €+

—_—/dz /dz"ﬂl [cosQH 1(2") — tan® 05, (")

dz’ /dz
dz' / dz"e ’qu Br(2")iggsign(z' — z”)eiqﬂ"zl_"‘”q [Kai(2") — k;ﬁl(Z”)} ¢ls?"
dz' /dz

" ﬁl (Z )zqgszgn(z' . Z//>ez‘qg|z/,zn‘ + ﬁl (z’)2z'q95(z’ . ZH)
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% [62iqu’H(2/ _ Z//) _ e2iqu”H(Z// o Z/)]
+oo

_ /dz’ﬁl(z’) {00;9%(2/) — tan? 051(2')] %9

’LQg / / dzl/ﬁ |:COSQ 0 ( //) — tan? 951(2”)}

% [€2iqu’H(Z/ _ Z//) + 62iqunH(2// - Z/)] :

then, after the Fourier transformation over 2g, and divided by 7, I3 becomes

z z

~ 1 1
I; = 20052961( )/dz ai(2') + §tan 0051 (z )/dz’ﬁl(z’)-I— 2COS29a1
_ %tanZ 062 (2) — @al(z)ﬁl(z) + tan? 03 (2)

1 1

g Bi(2) / d01(2) + 70l (2) / 47Bu() + 5 g0n

— 50 —00
z

— %tan2 051 (2) / dZ' () — %tanQ 01 (2)

—00
z

—— oA [ da)

1 z
t Teozg® o (2 )/dzﬁl( ),
and
" o O v O o .,
lh= zqg * / i e e
= / 42 5, () e (g 200N+ iy ()|
qu 0z g
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+oo

dz' /dz” iqgz’ < ( /) [iqgsign(z’ o Z//)eiqg\z/,zuq
2qg

—0o0

x [(iqgm(z")eiw” v z'qgﬁuz")e”gz"]

“+o00

dz' / dz"ets? +ZN)@(Z’) [(iQQ>2eiqg|Z/_ZN| + 2ig,0(2" — z")}
X [(iq9)2ﬁl (Z”) + i%ﬁi(zﬁ)]
+oo
dz /dz”e’qg(z =61(2) [z'qgsign(z’ — z")eiqg‘zl’zﬁq
2qg

X [(ng)Zﬁl (z”) + i%ﬁi(zﬂ)]
—zqg/dz /dz Bi(z 2"Ve¥ 5 H (2 — 2")
/dz /dz”ﬁl NBL(Z") |e¥9 H (2 — 2") + e¥99* H (2" — 2)

—+00

/ dZ ﬁl( ) 2iggz’
/ dz / dz/lﬁl //) 2zqu’H(Z/ _ Z”) _ €2iqu”H(Z// _ Z’) 7

then, after the Fourier transformation over 2g, and divided by 7, I, becomes

1 1
+ 30 +38) [ a5()

—0o0

+ 31 (2)
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1 1 /
—— 58 + 386 [ @B,
where we use
1 “+o0o +00 )
p / & / Ay (‘i) ()81 (+)eHa0' =)
. . qy

__o / ' BBy () = —B2(2).

—00

Then, the right side should be:

L+ L+ 1+1

B 1 5 tan6 tan? 6
" 2cost 0a1(2> 2 1(2) + OS2 Qal(z)ﬁl(z)
1 / [ / / taIl49 , / , ,
B 2c0s49a1(2) / dz'on (2') — 9 1(2) / dz' 1 (2")
taHQG / r / / tan20 , [ , ,
+ 260829a1(z) / dz' (') + 2 cos2 0 1(2) / dz' a1 (%)
T ()/Zd’ﬁ(’) L) [ )
Acos? 1V SO T osz g 1 VF Yo (z
N 1 P
 4cos20 1(2) [ dZaa(2) + L cos? (2) | d2'Bi(2)
1, T
_ 551 (z) + §ﬂ1(2) dz' (2
__ 1 YR 4 o\ 02 tan? 0
- 2COS4 0a1(2> 2(1 + tan 8)51 (Z> + Cosggal(z)ﬁl(Z)
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z

1 ’ / ! /
~ 2cost 0041(2)_/ #lonle) = A7)
+ %(tanA‘ 0 —1)5i(2) / dz'[on (2) = 1 (2)].

—00

After letting left side = right side, we have

m;e%@%+@—WMf@@@>
1 ) 1 4 tan® 6
= _ mal(z) — 5(1 + tan” 0)07(z) + mal(z)ﬁl<z>
1 , [ / / /
~ Joo 9@1(2)/ dz' a1 (2") — B (2')]
+ %(tanw - 1)Bi(2) / dZ'[an(2') = Bu(2)]. (A-14)

—00

This is Eq. (3.12).

2 Expressing (%)1, (AC)Q, (%)1 and (%)2 in terms of oy, 31 and aws, By

The following is the derivation of writing (%)1, (%)2, (%)1 and (%)2 in terms of aq,

and ag, Bs. Define Ac=c—cy, Al =1— 1, AK =K — Ky and Ap = p — pp.
Since K = ¢?p, then we have

K- AK

c— Ac)? = )
( ) Py

Divided by ¢?, the equation above will become

A
o (B (A -
c c 1— 22"

119



Remember that o = ATK and 0 = %, the equation above can be rewritten as

5 Ac Ac 2_a—ﬁ
(5)-() -5

2<A—C)—(A—C>2=(a—ﬁ)(1+ﬁ+52+---), (A.15)

C C

Then we have

where the series expansion is valid for |3] < 1.

Similar to Eqs. (3.7) and (3.8), 2¢ can be expanded as

c

(%) _ (%)1 N (%)ﬁ... _ (A.16)

Then substitute Egs. (A.16), (3.7) and (3.8) into Eq. (A.15), and set those terms of equal

order equal on both sides of Eq. (A.15), we can get

<ATC>1 - %(041 — By), (A.17)
and
(A_) -1 E(O‘l + 82— B+ (aa— )] (A.18)

Similarly, using I = c¢p, we have
(I = A" = (K — AK)(p— Ap).

Divided by I2, the equation above will become

SEARIEY e
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Expandmg == as

Al Al Al
2400 _ (2L = A2
(7)=(7),+(F). 2
and substitute Egs. (A.20), (3.7) and (3.8) into Eq. (A.19), setting those terms of equal

order equal on both sides of Eq. (A.19), we can get

(%)1 = (out ), (A.21)
and
<%)2 = % E( — B1)? + (2 + Bo) | - (A.22)

3 Showing (%)1 having the same sign as Ac

For the single interface example, from Eq. (3.25), we have

<A_C> _ o B01) — R(6)

c tan?6; — tan?6,

The reflection coefficient is

(p1/po)(c1/co)V/ 1 —sin? 0 — /1 — (c}/c2)sin® 0

o= (p1/po)(cr/co)V/1 = sin® § + /1= (/) sin? 0
Let
A(0) = (p1/po)(c1/co)V' 1 —sin? 6,
\/1 — (2 /c)sin? 0.
Then

A(01)B(02) — B(01)A(02)
[A(61) + B(01)] [A(62) + B(62)]

R(61) — R(6;) =2
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where the denominator is greater than zero. The numerator is

2[A(61)B(62) — B(61)A(02)] =2(p1/po)(c1/co) [\/1—sm 91\/1— (c3/c2) sin? 6,
—4/1 — sin? 02\/1— (c2/c3) sin 61} :

Let
C =+/1—sin® 91\/1— (c2/c2)sin? B,
D = /1 — sin? 92\/1— (c2/c2)sin? 6;.
Then,

2
C*—-D*= (% — > (5in*0; — sin’6s).

When ¢; > ¢y and 6; > 05 , we have (Noticing that both C' and D are positive.)

2
(—1 - 1) (sin6, — sin*6y) > 0,

c0

SO

Similarly, when ¢; < ¢y and 6; > 6, , we have

2
(—1 - 1) (sin6, — sin*f,) < 0,

c0

SO

R(61> — R(ez) <0
Remembering that (%)1 = 2%. So for ¢; > ¢y, (Ac); > 0 and for ¢; < c,
(AC)l <0.
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B. ELASTIC CASE

1 Background for elastic 2D wave equation

For an isotropic solid, the relations between stress and strain are (Sheriff and Geldart, 1994)

fo e A2 A A 0 0 0 €xx
Tyy A A2p A 0 00 Eyy
O A A A+2u 0 0 0 €
Oy 0 0 0 w 0 0 €xy
Oyz 0 0 0 0 p O €y
O s 0 0 0 0 0 p €r

. . . : 0
The six components of strain, in terms of displacements, are €., = 881?, €yy = 8%;,7 €2z = G2,

Ouy
2z

_ __ Ouy Ouy _ _ Ouy Ouy _ _ Ous . .
€oy = Eya = Gt + 5L, €y = €y = L+ B Coa = €o2 = G5 + 5= The equations of motion

for an isotropic solid are (Body forces are set to zero.):

00 vz N 0oyy 00 9%u,

or oy | o0z o

004y n doy,  Ooy,  O%u,

or oy | 9z For

00 0 n do,.  Oo.. 0%u,

Ox dy a:  Poar

123



then, the 2D (x,z) equations of motion in terms of displacement are:

w2u+£()\+2)8um+g 3%4_2 8uz+£ (9uz_0
Pt T 5 Wow T 02" 02 Tor 0z ot or T
0  Ou 0 OJOu 0 ou 0 JOu
2 v T U OUg v z v z _
Pt A e Tt s T A T, Tt =0

where X\ +2u = pa? = v, p = pS?.

2 Derivation of Ry, Rys, Ty, T)s, Rsp and Ry,

1. Derivation of Ry, R,s, T,, and T,

Non-normal incidence of P-plane wave on a horizontal interface between two elastic solids
will generate four independent propagating waves, the reflected P-wave (R,,), the reflected
shear wave (R,), the transmitted P-wave (7},,) and the transmitted shear wave (7},;). The
incident P-wave and the resulting reflected and transmitted waves are shown in Fig. 4.1 of
Chapter 4. The amplitudes (coefficients) of these waves are given by the conditions that the
normal and tangential components of stress and displacement must be continuous across the
boundary between the two elastic solids. From these boundary conditions, four equations
are derived for the coefficients of the four plane waves (See e.g., Achenbach, 1973; Sheriff

and Geldart, 1994; Foster et al., 1997). In matrix form, the four equations are

N N X
T %O
DO
>
(3]
&

—_
i B
S

[\~]
s
(Y]

3
»
—_
[
[\
=
[
8
[\
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where M is the matrix

— —V1—b222 cx —V1—d?2?
V1—22 —bx V1= 222 dx
W21 — 22 b(l —2b%2%)  2ad’xv/1— 222 —ad(l — 2d%2?)
| —(1—2v%2?) 202y 1 — 0222 ac(l —2d%2?)  2ad*z/1 — d?2? |

a=pa/p1, b= Pi/ai, c=az/ay, d= Ba/ar;and x = sind.

The angle 6 is the angle of incidence measured counter-clockwise from the normal to the

reflecting boundary.

Let D denote the determinant of M, and let Ng,, be the determinant of the matrix obtained
by replacing the first column of M with the vector on the right hand side of Eq. (B.1). The

compressional wave reflection coefficient is given by R,, = Ngy,,/D, where

Nppp = — (14 2k2?)?bV'1 — 222V/1 — d?22 — (1 — a + 2ka?)?beda?

+ (a — 2k2?)?cdV1 — 22V/1 — b2a2

+ 4k222V1 — 221 — 22V 1 — 2221 — 222 — adV'1 — b222v/1 — 22

+ abev'1 — 22V1 — d?a2. (B.3)

D =(1 + 2kx*)?bV1 — 222V1 — d222 + (1 — a + 2k2?)*beda?

+ (@ — 2kz?)%cdV1 — 221 — b2a2

+ 4222V 1 — 221 — b2V 1 — 222V 1 — d2a2 + adV'1 — 2221 — 2a2

+ abeV1 — 221 — d2a2, (B.4)

where k = ad® — b°.

D is positive for all precritical angles of incidence; i.e., for all |z| less than or equal to the
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minimum of 1 and 1/¢. N is real over the same range of angles. Therefore, the compressional

wave reflection coefficient is real and continuous for all precritical angles of incidence.

Let Ng,s be the determinant of the matrix obtained by replacing the second column of M
with the vector on the right hand side of Eq. (B.1). The shear wave reflection coefficient is
given by R,s = Npps/D. Where

Npps = — 4k (1 + 2k2*)V1 — 221 — 222V 1 — d2x2

— 2cdx(2kx? — a)(2ka® —a + 1)V1 — 22, (B.5)

Let Nrp, be the determinant of the matrix obtained by replacing the third column of M
with the vector on the right hand side of Eq. (B.1). The P wave transmission coefficient is

given by T, = Nr,,/D, where

Nrpp =2b (14 2k2?) V1 — 22V1 — d?x?

+2d (a — 2kz*) V1 — 22V1 — b2a2. (B.6)

Let Np,s be the determinant of the matrix obtained by replacing the fourth column of M
with the vector on the right hand side of Eq. (B.1). The shear wave transmission coefficient

is given by T,s = Nr,s/D. Where

Nrps =4kzvV1 — 22V1 — b2a2V1 — a2

+ 2bcz (1 — a + 2ka®) V1 — 22, (B.7)

2. Derivation of R, and Rgg

For non-normal incidence of SV-plane wave on a horizontal interface between two elastic
solids will generate four independent propagating waves, the reflected P-wave (Rs,), the

reflected shear wave (R,;), the transmitted P-wave (T;,) and the transmitted shear wave
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(Tss)-

The amplitudes (coefficients) of these waves are given by the conditions that the normal and
tangential components of stress and displacement must be continuous across the boundary
between the two elastic solids. From these boundary conditions, four equations are derived

for the coefficients of the four plane waves. In matrix form, the four equations are

R, V1 — b2z2
R, —bx
M = , (B.8)
T, b(1 — 26%2?)
Tss —2b%2/1 — b222

where M is the same matrix as the P-wave incidence case,

Y - e
V1—22 —bx V1= 222 dx

2021 — 22 b(1 —20%22)  2ad’zvV/1 — 22?2 —ad(1 — 2d%2?)

I —(1 —2v%22) 20221 — 0222 ac(l —2d%2?)  2ad’zy/1 — d?a? |

a=py/p1, b= 01/, c = ag/ag, d = Ps/aq and x = sind.

The angle 6 is the angle of P-wave reflection measured counter-clockwise from the normal

to the reflecting boundary.

Let Ngs, be the determinant of the matrix obtained by replacing the first column of M
with the vector on the right hand side of Eq. (B.8). The P wave reflection coefficient is

given by R, = Ngs,/D, where

Npsp = — 4kbx(1 + 2/{;;1;2)\/1 —b222V1 — 222v/1 — 222

— 2cdbx(2kx® — a)(2kx* — a + 1)V1 — b2a2. (B.9)
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Let Ngss be the determinant of the matrix obtained by replacing the second column of M
with the vector on the right hand side of Eq. (B.8). The shear wave reflection coefficient is

given by Rgs = Ngss/D, where

Nrss =(1 + 2k2°)*bV1 — 222V1 — 222 + (1 — a + 2ka®)*beda?

— (a — 2kz*)?cdV1 — 221 — b2x2

— 4222V — 22V 1 — D222V 1 — a2V — 222 — adV]1 — b2a2vV1 — 22

+ abev'1 — 22V/1 — d?a2. (B.10)

2.2.1 Something more about the reflection and transmission coefficients and energy

distribution

1. The reflection coefficients and transmission coefficients given by the Zoeppritz’ equations
are not the same as that from Knott’s equations. Sheriff and Geldart (1994) use the Zoep-
pritz’ equations to define the coefficients, while Ewing et al. (1957) use Knott’s equations.
The differences between those two groups of coefficients are some constants (the velocity

ratios) respectively. So only those coefficients experiencing velocity changes are different.

For example, R,, from both of the two kinds of equations are the same while 7,,, are different.
As 6 = 0 (normal incidence) and p; = py, using the Zoeppritz’ equations (e.g., Eq. 3.15 in

Sheriff and Geldart, 1994 or the matrix form from Foster et al., 1997)

200
= )
Co+ €1

pp

and if using Knott’s equations (e.g., Eq. 3-19 in Ewing et al., 1957)

201

Tpp =

Cco+ 1

In summary, among the references, e.g., Ewing et al. (1957) use Knott’s equations; while
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Achenbach (1973), Aki and Richards (2002) and Foster et al. (1997) use Zoeppritz’ equa-
tions. And Sheriff and Geldart (1994) give both methods.

2. Energy distribution equations:

Using Knott’s equations, the corresponding energy distribution equation is:

cotd; o,  pacotby _,  pacotdy

R? +
PP cot By P° pcot@; PP ccotf; P
P p

Using Zoeppritz’ equations, we derived the corresponding energy distribution equation ac-

cording to Sheriff and Geldart (1994) as

, cotdy % _,  pacotbyald T P2 oot 8y 33
PP a2 s a2 a2

ps

cot 6y a2 p1 cot By a2 p1 cot by a2

3 The form of perturbation 1%

From Eq. (4.14), we have

v o (lpw2 —+ agawﬁf + ﬁg@zaan (O'/OGW Qﬁoau>6182 + ﬁoﬁga,ﬁl . (Bll)

Dy(ada, —263a,)0n + B3a,000 a,w? + ad0sa,0s + B2a,0%

Then, in PS domain, using the relation in Eq. (4.22), i.e
(B.12)

where, as before, the left superscripts of the matrix elements represent the type of measure-
ment and the right ones are the source type. The form of VPP , VPs , VSP and V59 can be

written, respectively, as

V92 — 202

UEP = %) - L (D + 000) o — 2030
0

vg 2 Ay,

82 + 4826261(1) 82} VQ,
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2

2 2
N 1
PPs _ @ [”_2 (01010, — 020l 0y) + 20100al)), (95 — 0F) — 2 (05 — 0}) aggagal] o

. w? 1
PSP _ _ {a_g (01080, — 02alD0y) + 20100al)), (95 — 0F) — 2 (05 — 0}) ag;azal] =1

271, 2
N 1
yss =20 {% (a0} + 02a(D0,) + (95 — 97)al), (05 — OF) + 48182a$)u8182] o
0 L&
where a,,, = % = g—éau. We make this definition only for convenience, also we have
0

amy = 0 as = By = 0. We can also rewrite the forms above as the following

1

oo~ (2003 + A)alllat — 208l (5% + 03)

2

~ w

VT == V2l — =5 (a0} + 0,0,0,)
0

1
+40%a(1) 0F + 407 05al1), 00 =

2
_ 2 (1 w 1) 92 1 1 2 (1 22 (1) 1
= -Vl — ol (alV0} + 020 0,) ot 202l + 207V a,(nzbﬁ

1
— 40} (ag-bzl,af + 82617(7}0%32) ve’

~ a2 w2
viEs :ﬁ—g L—% (018105 — 02a{D0y) + 20100al)), (95 + 0F) — 40102403, 0;

1
—2 (05 + 0) alt), 0201 + 407al}), 0501 ] P
a W L % [@ (1) (1) (1) 52 2 (1)
:ﬁ_g28182amu + 6—3 &—g (81ap 82 — ag(lp 31) — 48182@mu61 — 2V amuagal
1

Similarly, \A/ISP can be written as

2
VYISP = —28182@7(71% — W_2 (81&21)02 — agai)l)aﬁ — 48182&%%8% — 2V2a§iL8281
80

1

+48fa,%8281} VQ 3
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and V;°% as

2 2
. 1
V=2 |-Vl —‘ai%( alVO? + Dyall az)ﬁméﬂ L 200V =
—48% ( 82 + 02a 82)
4 % acting on the middle causal Green’s function
Considering term
. 1 - .
Gopagl)ﬁGOPaS)Gﬁ, (B.13)

writing in the integral form

1 eik;(mg_xl)eiklz(zg—z') 1

= or 6////dz’dz”d:v'da:"//dk;dk; ERv— agl)(zf)v12
k,/dk// lk//(a: x//) ikl (2 —2") (1) ,/ k///dk/// ka (a""—xs) ik”/(znfzs)

k2 — k?”2 ka T )

Fourier transform over z; and z,, multiply (2 s [ [ dzydrse=*stoesms on both sides, we

get (assume 2’ > z, and 2" > z,)

~ 1 o, ivg (2’ —2g) 1
[:W////dz’dz”dx’dx”e”“99” (—m)ey—gaf})(z’)ﬁ

1k” (= :c”) ikl (2" —=2") o, is(2 —2zs)
//dk”dk” a(l)(zl/)ezksx (—ﬂ'i)e—,

/C”2 k/Z/Q P Vg

where 12 = k* — k2, v2 = k* — k2. After integration over 2, and then over &, we get

~ ivg(2' —zg ik 1
I 27r //dzdz” (1)( )/d:c'e & on

iksx! zk” (/2" ivs(2 —zs)
/dk//6 a(l)(z//)e
Vs

12 14
— K Vg
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et (' -2
dZ,dZ” ! ) (1)( )/dxle—ikgw’

ezkgx ikl (2 —2' ) P
" (1)
/ S

After the integration over x’, we get

~ ivg (2 —2g) ik (2'=2")
I =— 47! ! //dz’dz”e—a(l)(zl)/dk” ‘
(27T)6 Yy P z (Vg _ /{”2)(—]{32 _ /{5;’2) P

g (2 —zg4)

e
dz'dz"

where

/dk

in the complex plane

= lim [ dk!

e—0+

For v, > 0, k, > 0 and 2" > 2",

Resf (k! = v, +ie) =

af))(

a(

ik”(z’—z”)

( k//2

)R+ 1)

ikl (2 —2")

[ /{”2

(vg +i€)?] (K22 4 k2)

ei(ug +ie) (2 =2"")

6i(z/g+ie) (' =2")

B (2v + 2ie) [(vy + i€)? + k2]’

Resf (k] =ik,) = [

6i(ik:g)(z/fz")

—k2 — (vy + i€)?] 2ik,
ko7 —2")

[—k2 — (v + i€)?] 2ik,’
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(1) S €

2 (k"2 — )(k;’2+k§) p



Then,

1‘ dk” eik/z/(zl_zl/)
or | R = (0, +ie)?] (P 4 2)

=27 lim [Resf(k! = v, + i€) + Resf(kl = ik,)]

e—0t

o ewg(z -z e—kg(z -2z
e {QVg(yg + k2) * (—k2 - u§)2ikg]

i {ewgw—z") e—kg(z'—w]
)

12 _ 2 o
kg I/Q

Vg kg

Similarly, for v, > 0, k, > 0 and 2’ < 2",

ezk’z’(z —z")
/dk”
(2 2+ R
o |: e—wg(z’—z”) ekg(z’—z”) :|
=—2m + .
2w, (V2 +k2) (k2 —v2)(—2ik,)
i [e—z‘ug<z/—z"> emz/—z")}

12 _ 2 B
kg VQ

Vg kg

Then, for v, > 0 and k4 > 0,

ezk”(z —2z'")
/dk” P —y "2 2
(k22 —vg) (K22 + K3)

—Ti |:€wg|z’—z”| e—kgz’—z”|:|
T2 _ 2 - ; ’
ki —vg Vg ik,
Therefore,
— . ; r_ _ 1
" € zyq z'—zg4) 1) ) —7i ezug|z 2| e kglz'—2"|
I= dz'dz" ———a} () ERy — -
—Rg ™ Vg l/g 7 g
wg 2" —zs)
X a(l)( )
zuq 2 —zg) ivglz' —2"| —kglz'—2"| ivg (2" —zs)
// /dZ” 1)(21) |:€ o € a(l)(z”)e ’
: o
(2m)6 Vg kg Vg
(B.14)
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We know that, for
enlergnolers (B.15)

written in the integral form

1k ! (xg—a') ik’z(zgfz’)
= @) / / / / dz'dz" da'dz” / / dk, k.~ YR all ()

/ / zk” (2" —z" zk:"(z -2 zk”’(z"—a;s) ik'z”(z”—zs)
dk//dk// 1 // / / dk/l/dk/l/
172 72 P 12 "2 ’
R e

After fourier transform over x; and z,, multiply (2 5 [ [ dzydzse=*s%9e™s"s on both sides,

we get

47?@

7’”9 2'—2g) ivgle' —2"| ig(2' —z5)
// /dZ// pl)(Z,)e—a(pl)(zﬂ)e—’ <B16)

Vg

Compare the result Eq. (B.14) of Eq. (B.13) with Eq. (B.16) of Eq. (B.15), we can know

that

5 Typical integrations

For PPP case, considering

()ééjas)éégag)éop,
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where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over Ty, Ty, i.e., multiply

+oo +oo
1 . )
—ikgxy iksxs
W d.Tg dxse 99e s
—00 —0o0

and then Fourier transform over v, i.e., multiply

17
27?—/dyge_2i”gz,
7r
~ 0L 2 ()a0(2) — L) [ axa®y = Loy daW (s
= Ugya a,’(2)a,’(2) = Sa,”" (2 Z'a,’(z 5% (2) Za,’ ()],

and for

()G’gaf})éopag)sgn(z' — Z/,)ég,

after Fourier transform over z,, z,4, and v,

1|1 / 1 /
:()@ —5(121)’(2)/dz’agl)(z/)—i-ia,(ol)'(z)/dz’a/(})(z’) ,
9

and for
()@5@,&”@5@95(2” — z”)@éj,

after Fourier transform over z,, z,4, and v,
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For PSP case, considering
0GyaGiaV Gy,

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over Ty, Ty, and vy,

| 2 A L[ (224 (C—1)
0 (sipg) i | et -5 o, (T Y

Ll o (224 (C 1)
3o (2525

—0o0

where C' satisfies 7, = Cv,. For

after Fourier transform over z,, z,4, and v,

| 2 1/ 2+ (C — 1)
— S ey Oy
() (8779V§’) C+1 2 /dzaﬂ z( C’+1 ap (Z)

Ll i (224 (C—1)
e (245
and for
()Géjaﬁl)Ggagl)é(z’ — z")ég,

after Fourier transform over zy, x4, and v,

= () [a®(2)a®(2)]

8nyvs
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For SSS case, considering

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over x,, ., and v,, where Fourier transform over v, is to multipl
sy Lg; g g

1
QW—/dngezmgz,
m
=() L —aM(2)aM () — 1GL(I)'(Z) dz'aV(2') — 1a(l)'(z) d2'aV ()
87]3 H P 9K 2P M ’
and for
0G5a G sgn(+' — 2")GF,

1|1 / 1 /
208_174 —Eag)'(z) /dz'agl)(z')—l—iag)'(z)/dz'af})(z') ,
g

and for
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For SPS case, considering

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over x,, x,, and v,, where Fourier transform over v, is to multipl
» Lgy 9> g

1T
QW—/dngezmgz,
™

—00

1\ 20 1] 207 — (C — 1)
_ 20 1 gy L [ ga® (1)
0 (8ngyg> cr1 | "% e -3 /dza“ < C+1 >af’ ()

1 z
—3 / dz'af}) (2")a

—0o0

A

=
N

VR
)
Q

N

|
Q

|
=
N\
~

where C' satisfies 7, = Cv,. For

0Gpag) Gyl sgn(=' — 2")Gy,

after Fourier transform over z,, z,4, and v,

1\ 2¢ | 17 207 — (C — 1)
_ 20 )1 e W) (.
0(8ngug)c+1 2/dmﬂz< C+1 )% ()

1 , , 20z — (C - 1)
o oo (2500)]

— 00

and for
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after Fourier transform over z,, x4, and v,

For SPP case, considering

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over xs, x4, and v,4, where Fourier transform over v, is to multiply

—+00
1 —1i(v, z
277% / d(v, +ny)e” Wotno)z

—%a,ﬂl)(z)ag)(z) - %_/Z dz'a() (2)al) <(C 1) _2 (€~ 1)2/> 7
where C' satisfies 7, = Cv,. For
()Ggas)éf)}a/(})sgn(z’ — "GP,
after Fourier transform over z,, x4, and v,
raf(2ad(:) + 1 / N e
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and for
()égal(})ééaag)é(z’ — "GY,

after Fourier transform over z,, x4, and v,

For SSP case, considering

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over xs, 4, and v,4, where Fourier transform over v, is to multiply

—+00
1 —1i(v, z
27% / d(v, +ny)e” otz

—00

z

=(>( 1,,2) o) — o [ e, ((C+1>Z;C<C_ 1)2/) ol (2)

8115V E
- aV(2)aV(z) — ! a(l)’(z)/dz’a(l)(z')
c+1* , cC+17 o ’
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after Fourier transform over z,, x4, and v,

—() ( 1 ) _%al(})(z)a(l)(z) _ % / dz'al) ((C * 1)Z2+O(C — 1)2/) alM(2')

8igv; ’
1wy, 1 ay 1) (o
+C+1a“ (z)ap (z)+0+1ap (2) dza“ (N1,
and for

For PPS case, considering
()Ggaﬁl)égagl)éos,

where “()” is the coefficient in terms of k,, g, and some constants. After Fourier transform

over s, T4, and v,, where Fourier transform over v, is to multiply

—+00
1 —1i(v, z
27% / d(v, +ny)e otz

—00

=() ( 1 ) —lal(})(z)ag)(z) _ % ] dz/a;(})z ((C +1)z —2 (C — 1)z’) A0(2)



where C satisfies , = Cv,. For

()égas)@éjagl)sgn(z’ — z”)ég,

after Fourier transform over z;, x4, and v,

—() ( 1 ) —%af})(z)ag)(@ _ % ] dz'a®) ((C +1)z —2 (C— 1)z’) ()

87791/3
Ly, 1 ay 1) (o
+C+1a“ (z)ap (z)+0+1ap (2) dzau N1,

and for

after Fourier transform over z,, x4, and v,

= () [a®(2)a®(2)]

8nyva
For PSS case, considering
()ééjaﬁ)@gag)GOS,

where “()” is the coefficient in terms of k,, ¢, and some constants. After Fourier transform

over s, T4, and v,, where Fourier transform over v, is to multiply

+oo
1 —i(v, z
27r% / d(v, +ny)e otz
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1 1 1
= — (1) M () _ (1) 1 (1) (o
O( 2 ) C’—I—la” (Z)a’p (2) C’—I—la” (Z)/dz a, (2"

—00

——aW(2)a(z) — 1 dz/a(l)(z’)af)l)z ((C +1)z24+(C-1)z ) |

2C

after Fourier transform over z,, z,4, and v,

1 1 1 ;
= — (1) (1) _ (1)/ / (1) /
() ( ) o 7% (2)a,’(2) o 7% (2) / dz'ay) ()

8nZv? .
—i—%af})(z)agl)(z) + %_/Z dz/af})(z’)agl)z <(C + 1)2;0(0 — 1)z’) |
and for
()égaﬁl)G§a£1)5(z’ — 2GS,

after Fourier transform over z,, z,4, and v,

= Oz, [0
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6 The coefficients before every linear quantity (agl) ,a

For P to P case, we have

For S to P case,

For P to S case,

For S to S case,

incidence angle 6

w
/f;DP: smHPP
&%)
w
VgPP:—COSQPP.
o
w .
kfsz—sm9ps

Bo

w o2
V;DS 1——sm ors,
Qp 50

w
7755 = —cosf”.

Bo

w

k:fp = —sin GSP
(%]
w

V?P = — COoSs GSP
(&%)

SP w 1 — (2) 95p
= — sm .
K Bo 050

w .

k;qs = — sin 6°°
Bo
w

7755 = —cosh%®
Bo

144

(1)

p o au

Y ) — different



Let the arguments of ag) and af}) in Eqs. (4.41), (4.42), (4.43) and (4.44) equal, we need

PP PS PS sp _
_2Vg =TV TNy =TV T __2%’

which leads to

2
w w a? . w w w ,
2= cos P = = 1——gsm29ps—|——0089ps:—COSQSP—I—— 1——28111295P

o) o) By Bo o) Bo g

w
= 2— cos 0575,
0

From the expression above, given 877 we can find the corresponding 0%, 57 and 6.

4b% cos? OFF + 1 — b2
4b cos P } ’

4b% cos? PP — 1 + b2
4b% cos 1P } ’

075 = cos™! [

0°F = cos™! {

6°% = cos™? (b COS GPP) ,

where b = 5
ag

7 Expressing ag) and ag) in terms of agl), a(f), a,(}) and al(f)

The following is the derivation of expressing ag) and ag) in terms of agl), af(f), a,(}) and a,(f).

Since
2
o, =L 1= 1
Yo PoC
2
a=t Py
Mo Poﬁo
and
_aB
040/50 ’



then we have

ay+1
12: 2l
(ar +1) a, + 1’
then
a%+2a3+1:(a7+1)(1—au+ai—--~),

where the series expansion is valid for |a,| < 1.

Expanding the relative changes, we have

ay:agl)—kag)—kaﬁf’)—f—-”,
a“:aﬁ)+a’;(12)+aft3)+.”’

aR:a§)+a§§)+a§§)+---,

then after substitutions, we obtain

(2) 1 2 (1)2
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C. TWO PARAMETER CASE: ELASTIC REDUCE TO ACOUSTIC

In the acoustic case, if we start directly with the pressure wave equation and choose 6 as
the free parameter, o and (3 as the two material property parameters as shown in Chapter

3, we arrive at the following equation for the second order (first term beyond linear) Eq.

(3.12):

1
«
cos2f 2
1 2
T 2cost Hal(z)

— %(1 + tan® 0) 57 (2)

tan? 6
+ COSQHOQ(Z)ﬂl(Z)

z

(2) + (1 — tan®8) By 2)

1 / / / /
_ WO“(Z) /dz [a1(2") — B1(2)]

1
+ (a0 - D) [ () - ()
0
But if we start with the displacement domain, as discussed in the elastic case (Chapter 4),
letting po, Bo, b, and B = 0 and choosing 6 as the free parameter, a, and a, as the two
material property parameters, what kind of solution for the second order would we get?

In the following, we give the detailed derivations and show that the two results agree with

each other.
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According to Appendix B, we have the following forms for ‘71P P ‘71P S and VlSP , respectively

2
7PP _ 2 (1) _ ¥ 2 1 2, a2 (1) L
1% f—Vag) 040( 8+82a aQ)ﬁ_FQa W+ 207 V2a ngztvz
— 407 (aly).0F + 92a!1).05) ek
ol !
= { (010 0s — Doa(V0y) + 20,050l (92 — 02) — 2 (92 — 92) a%f)‘?@l] v
0
2
A 1
V15P _ {? (8161 8 (9261(1)31) + 28182(1 (82 8%) -2 (822 — 8%) aglaz(%} ﬁa
0
For the first equation of the non-linear elastic inversion
GRVETGY = ~GRVIm GV Cl — GRS GRTr ey, o)

Left side: after Fourier transforming over z,, x4 and vy, let 3, 5y = 0, we get

1 1 e

4 cos? 6 Oy

1
(z) — 4(1 — tan? 9)@22)(2).
Right side: the first term, —CA;OP\%PPCAJ(I]D\%PPCA}(I;, let 3,3y = 0, we get

2
VP 2 (1 (1) 82 o (l)a
f —V<a 040 ( + ohay, )) =3 w2’

then, in this case, we have

ANPY7PP APY PP AP
=GV Gy Vi Gy
2

== — GOP |:—V2(l(1) — w— ( (1) 82 + 82(1 1)82) v2:| GP

~



2 1 .
- 6P|~ @07+ ) | GF [ 6
Qo
pl W (1) 92 (1) L] ap[ w? (1) 52 (1) 1 P
0 0
=terml + term2 + term3 + term4.
Using some partial integrals, we replace all the 07 as —kg, and for terml
—GF [~V GF [-V2a®] G, (C.2)

replace the first V2 as —‘;—z, and the second V? as —‘C‘:—i + 2iv,0(2" — 2"), then, written in
0

0

integrals and after Fourier transforming over z, and z,, Eq. (C.2) becomes

“+o00 “+o00
u)4 7 . / (1) . |/ //| (1) . 7
/ I gz N welz'—z N\ gz
——le/dz/dzegaw(z)eg ay’(2")e™
(h 7TVg
—00 —00
+oo +o0
(.U2 7 . ’ . o 1 . "
+ Qiljg— ds dz" eVe? a(l)(z’)é(z’ _ Z//)ewg|z —z \a( )(Z//)ewgz ’
af \ 16713 7 7
—00 —00

After Fourier transforming over v, it becomes

Similarly, for term2

1

2
~ ~ w ~
G [V GF | =25 (a5 + 00 0) 5 G

2 . . 2
we replace the V? as —‘;—%, first Oy as —ivgsgn(z” — 2'), second 0y as iv,, and gz as —f,
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then, written in integrals and after Fourier transforming over x, and x4, the term2 becomes

+o0

Ld . Y s

_2 2 . dz' dZ” zz/gz 1 >€wg|z z |a£)1) (Z//)ewgz
ag 167y,

—+o00
2
W dz’ dZ//eu/gz 1 )sgn(z’ . Z//)eiug|z’fz”|a(l) (Z//)eiz/gz”
a% 167w3 P ’

After Fourier transforming over vy, it becomes

tan2 6 y z
- |92 (1) (1) (1) 1 (1) (1) r ()
16cos26 |- (2)a,’(2) +a;7(2) | dZ'a’(2 )+ a,”(z) [ dz'a;’(¢)
1 / z
" 16cos2 0 ag/l)/(z) / dzla;()l)(z,) - agl)/(z) / dz’a(vl)(z’)

For term3,

A

. 2 17 »
- G |- (a0t + o0 o5 | G [l G
0
2

¢ {“_2 (a2 + Bya? 52)} GF [a] &P,
g

after the first 0, is replaced by —iv,, and the second 0, is replaced by iv sgn(z' —2"), term3

leads to the same result as that of the term2. Therefore, after Fourier transforming over

Ts, Ty and vy, term3 will be the same as term?2

tan? 6 ¥ z
- |2 (1) (1) (1) 1 (1) (1) T,
16cos26 |- (2)a,(2) +ay”"(2) | d'ay,’ () +a,(2) | de'ay’(2)
1 ; 2
" 16 cos20 agl)'(z) / dzla;()l)(zl) — af,l),(z) / dz'agl)(z’)
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For termd,

_AP ¥ 1) 92 1 1
_GO la—g (CL; )8 + 82a£ )62) ﬁ:| D
where
1 eiug|z’—z”| o, 1 eiug|z’—z”\ e—kg|z’—z”| o,
— |: ezkgx:| =—— - |: . : :| ezkg:r: 7
\V4 Vg v+ k; Vg ik,

(please see the detail derivation in Appendix B about the % acting on the middle Green’s
2
causal function), where %W = %, then, after Fourier transforming over x; and z,, the
g g9

term4 becomes

(Wﬂ) /Oodz / e [ ) + 2l ()

ivglz' —2" —kg|z —z"| o o ]
(& E
- [ v B ik, } . [aﬁf)( = k;) * 82/’a£1)(2”)8z”} <

g
+o00

_ 4
Ky < 16712 ) /
0

//l 7kg‘z/7zn|—

3

ivglz'—z

e e

" zugz 1 )

a;1)<zu)€z’ugz”

g J

//|-

dz
dz'

/dz
[ ivg|z’—2"| —kglz'—=2
/dzl/ewgz (1) ) e _6 !

Vg ik

(1)

0 1 ivgz'"
X [ﬁag)(z”)w} eI

+oo a eiyg‘z,_zlll e_kglzl_zﬁ‘
" ivgz' | 2 1) AN .
Tk <167ru2) /dz /dze [ (z )82’} X{ Vg ikg }

« a(1)<zu)€iugz”

+o0o

o ivel =2 kgl 2"
d d "nivgz | Y 1) n_“Y _
(167r1/2)/ : / = [ e <Z)8z’} X{ Vg ik, }

0 0 .
(1) - gz
s [82” @y’ (2 )82”} ¢
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OO . ! " ! 17
ewg|z —2"| e—kg\z —2"| o,
_ ( 2) /dz /dzuewgz (1) ) |: - : a/;l)(g//)ezl/gz
167y Vg ikyg

+
0 eil/g|z’—z”\ e—kg|z’—z”|
dz dz" gz | Y (1) N |« _
(167TI/2)/ © / = [ o <2)8z’ Vg ik,
1 ivgz"
|: " EJ) //:| e,

where

(1)

o0 ) 6i1/9|z’—z”\ e—kg\z’—z”|
ds dz" ivg2! (1) _
( 1/2) / : / = [82 (= )5’ 8 Vg ik
X [az”a 8z”] e

(16 u?) / = / e [ )
™

wg|z —z"| e_kg|z =2" 0 "
X [wgsgn(z -z )— + kgsgn(z' — z )—} X {—a(l)(z”)iygl e'o?

ik, oz" "’
T2

) ewg\z —2"| e—kg\z —z

[(2il/g(5(z’ — 2" - ug) ———— 4 (2ky0( = 2") — k) i

V
- ! 1 ! 1"
ewg\z —z"| efkg|z —2"| o,
— dZ dz// wgz 1 ) —V2— . ]{32.— a(l) (Z//)ewgz )
167w2 vy, v ik, P

Then, term4 becomes

- (167r1/2>
- (167r1/2)

17
|
(1) (1 ivgz"
} x a,’(2")e"

" ewgz 1 )

'eiug\z’—z"| e—kg|z’—z”\

z dz — : a
L Y ikg

eikg|zliz//| ( ) .

" _ivgz' 1 2 2 1 I\ ivgz

z/dz g (") |~ —k , ]ap (z")e'"s

g
Vg ik,

/“d
/”d
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(I/ —k4 (167TV3> /dZ /dZ// wgz 1 )eiug|z’fz”|a§)1)(Z//)eiugz”

+
e~ kalz'—2"] _
+ (k;L + 1/31{:2 (167w2> /dz /dz” o' (1 () {—ikg ] agl)(z”)e’”gz

:II + I27

where [; after Fourier transforming over v, becomes

~ 1 —tan?4
I, = Baryovre agl)(z)agl)(z) + al(,l)'(z) / dz'agl)(z’)

Considering the second term of the right hand side of Eq. (C.1)

_ GPVPSGSVSPGS—’
2

G0 [ (01000, - 0:000,) + 20,050, (08 — 02) — 2 (38 — %) a0y | G
G Lag V2

[ (01080, — 02alD0y) + 201020, (ag—af)—Q(ag—af)ag;aQal] =GF,

V2
where
1 [einsle=2"1 | 1 einglz'—=2"| e~ kolz'=2"17 |
ezkgac _ _ ezkgx
12 - 2 2 ; ’
V T]g 779 + kg 779 Zkg
1 _ 8
where R o

Then, after Fourier transforming over x; and x,, the second term can be written as

(16 y2> /dz /dz” wg?! { (zka )82—82a zk)
T

(1) 2 2\ 2 92\ (1) ei779|zl_2”| e—k’g\z’—z”|
+20102a%), (03 — 0F) — 2 (02 — 97) alt) 020, | x

Mg ik,
2
X {Z (Zk a, Vo, — 32@ ik ) + 20,0501 (03 — 0%) — 2 (02 — 0?) a%LaQal} givee"
0
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For acoustic case, let 3, 5y = 0, and ignore terms with ég , the second term reduces to

o 0 byl =]
" u/gz I € NV AN e
(167r1/2) /dz /dz (zk a, V(2 )8,2’ 5% (z )zk9> { i }
w 0 0 " - gz
X a—% (zk‘gap ( )w aZ” 21)( )Zkg) e

o 9 el
1 ivgz! N AN ¢ O Y
(167w2) /dz /dz ( (= >8z’ FER (z)){ ik, ]

8 o "
(1) 1 Wgz
( // 82// (P)(Z )) e

9\ [etols—=" 9
" ivgz' D "2 L)y~ gz
(167w2> /dz /dz ( “ 'z )8z’> [ ik, ] 8 (ap (2 )82”) c
_ k‘2 i dZ/ dz//eiugz a(l)(z’)i -e_kg‘Z,_ZHI- > 0 a(l)(zll) gz’
7\ 1673 r 0z ikg | oz""?
) ; +o0o +o0 8 o _e—kg‘z/_'z//'_ " 6 .y
/ " u/qz / " wWgz
— K (167w3> /dz /dz e (@aﬁ (z)> k| X (ap (z )82”> e
. +oo +oo a ro—kg| ’ //|- a
[ ivgz e e ivg2"
+ K (167”/2) / dz' / dz"e" (%a/@l)(z’o T X (azuag)(z”)) et
g L |
— ]{52 dz dz" wgz 1 / 9 'e—kg\z’—z"r 9 Xy gz
T 167w2 c )" @' ()5 iy | gz ()
. - 7kg\z/ Z”| 6 ‘
2 ’ gz 1 € 1 gz
—k, (167w§> / dz' / dz"e (—/a; )(z’)> e X (ag )<Z”)83”> e
) 400 +oc0 —k Iz/ Z”|
_ 1.2 L5 / 1 ivgz' (1) 0\ [ 1 21 (€ 7 (1) ( I ivgz
= —k; (167w§> /dz /dz eo*alV (2) [—2kyd (2" — 2") + k2] { i } a,’(2")e

—kg|z'—2"|
2.2 zugz 1 e 1 I ivgz"
kg g (167ry2) /dZ /dZH ) |:T:| CLE))(Z )6

:2/€3 i / dz/ lelewgzla(l)(Z,)(s(Z/ . Z//) eikglz ' a(l)(zu>€z‘ugz”
7\ 1671/} P ik P

154



+o0

kgl ="
2(1.2 gz (1 € 1 gz
—k (k —|—1/ <167TI/2> /dz /dzll () () {T} @,(o)<2//)€

=I5+ Iy,

where Iy = —1I5, and I3, after Fourier transforming over v,, we have

~  tan®6
I3 = 1 ag)(z)agl)(z).

PS. When working on the second term, after % acts on the middle ég, then ignore terms

with 3, 6y and Gg , then do the partial integration for further detail.

Then, the right hand side of Eq. (C.1) is (after Fourier transforming over z;, z, and v,)

1 z
Scostf ‘131)(2)@9)(2)+a§1)’(z) /dz’agl)(z’)
L i),
" 4cos29™ (2)a37(2)
80 g0l )l o) [ aa®) Wiy [ deas
~ Moo d |20 (B8 (2) +a57(2) [ deap(2) + a7 (2) [ deay (2)
1 i 2
2o [ [ D) (o) [ ()
tan? 0

()l ()

2
:%(tan48 — DafP(2)af)(2) - tan 0 a(z)al)(z) +% ( T 2> alV(z)alM(2)

z

1
+ g de) [ @ W) - a()]

—0o0

]' / / / /
+ §(1 — tan® 6)@21) (2) / dz [agl)(z ) — agl)(z )]

—0o0

Hence, for acoustic case, choosing a., and a, as the two material property parameters, after
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left side = right side, we get

1 1y 1 1
- o) [ a2 )~ o )
0
1 ]
+ §(tan4 0 —1)all (2) /dz’[afyl)(z’) —aM(2)], (C.3)
0
/ (1) / (1)
where the definition of 6 is the same as that of Eq. (3.12), agl) = d‘;l and af,l) = dad—pz.

Next, we will show that the two results Eqs. (3.12) and (C.3) agree with each other.

Since a =1 — 77—0, then

(0%

Yo 11—«

where the series expansion is valid for |o| < 1, and then we have

Similarly, since § =1 — %0, then

ap:£—1:%=ﬂ+52+53+-”,
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where the series expansion is valid for || < 1, and then we have

agl) = ﬂla

al) = 3 + 57,

Then, after substitutions, Eq. (C.3) becomes

1
—n(2) + (1 tan? 6)55(2)
1
= 2cos? ea%(z)
1
— 5(1 + tan® )57 (2)
tan2 6

+ maﬂz)ﬁl(z)

z

1 / / / /
STy cos49a1<z) /dz (a1 (2") — B1(2)]
+ %(tan‘lé —1)Bi(2) /dzf[a1<2/) — Bi(2)],

0

which is Eq. (3.12) exactly. Therefore Eq. (3.12) and Eq. (C.3) agree with each other
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