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Velocity model building is a long
term interest and challenge in
seismic exploration



Why are there challenges?

e All seismic methods make assumptions (and
have prerequisites) —and when assumptions
are satisfied they are effective and when they
are violated the methods can (and will) fail.

e That failure can contribute to dry hole
exploration wells or suboptimal development
well placement.



That breakdown in effectiveness and
capability defines a seismic
challenge



Seismic E&P challenges

* Among assumptions:
— Acquisition
— Compute power
— Innate algorithmic assumptions/requirements



Innate algorithmic assumptions

* Many processing methods require subsurface
information

* |In complex and ill-defined areas that
requirement can be difficult or impossible to
satisfy



Responding to seismic challenges

* Two ways to address:

— Find a more effective way to satisfy the
assumption or prerequisite—thereby removing
the violation

— Find a way to remove the violation of the
assumption by removing the assumption—find a
new algorithm that achieves that same exact
processing objective without that assumption



Responding to seismic challenges

* There are times when one or the other of
these two responses to a particular challenge
can be indicated and appropriate choice



Velocity plays different roles in seismic
exploration:

* As a direct interpretation tool and value

* As an essential prerequisite for other methods
to be effective, e.g., imaging and inversion
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In addition, ‘velocity’ comes in
different forms and varieties:

* As migration methods evolved and became more
effective there was a concomitant need for a
more accurate and realistic velocity model

— Stacking velocity (for post-stack migration)
— Velocity for pre-stack time migration

— Velocity for depth migration
 RMS velocity
* Interval velocity
P and S wave velocity

— Velocity (as one among parameters) for inversion at
depth

11



* Among methods that are employed :
— Stacking
— CIG flatness
— Tomography
— FWI
* Not a closed subject



There are different issues in seismic

processing for on-shore and offshore

plays—and that includes for velocity
analysis
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The state of velocity analysis is
directly related to (and impacts)
other seismic issues and challenges
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Those seismic processing methods
that depend on an adequate velocity
model are in turn used (as a metric)
to define the accuracy of the model.

That measure of the adequacy of a
velocity model deserves our critical
attention and analysis—we will
discuss that in what follows.
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That leads us to discuss seismic
migration—a topic intimately
related to velocity model building
and the purpose of this Workshop.
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Wave equation migration has two
ingredients

1. A propagation model
2. Animaging principle
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Three Imaging Principles
Claerbout 1971

1. Exploding reflector (for post-stack data)

2. Time and space coincidence of the down

wave from the source and the upwave from a
reflector

3. Predicting a coincident source and receiver
experiment at depth and asking fort =0



Imaging Principles Continued

 We label these imaging principles Claerbout |,
Il and Il (Cl, CllI, Clll)

* Only Cll and ClII for pre-stack data
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Imaging Principles Continued

— CllI=>RTM—assumes (at most) planar specular
reflection

» provides a geometric optics (high frequency approximate
reflection coefficient)

* Cll cannot accommodate a discontinuous velocity model

— CllI->Stolt Claerbout Ill to image and invert specular
and non-specular (curved, diffractive, pinchout
reflectors)

* Recently extended by M-OSRP to accommodate
discontinuous media
— Weglein et al 2016 SEG Abstract
— Ecopetrol paper
— Y. Zou et al Wedge paper 2017




When using the most capable migration
methods, Stolt Clll migration for heterogeneous
media and a smooth velocity for migration

 Multiples will cause artifacts (false images)
and hence must be removed.
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When using an accurate discontinuous velocity
(and density etc.) in Stolt Clll migration

* Multiples provide no benefit and cause no
harm

* No need to remove

* See, e.g. Weglein et al 2016 SEG Abstract and
the references and links below
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e See link: SEG/KOC Workshop: Seismic Multiples, the

Challenges and the Way Forward” in Kuwait December 3-5
2019.

“ A new perspective on removing and using multiples | they
have the same exact goal | imaging primaries, recorded and
unrecorded primaries | Recent advances in multiple removal”.

https://youtu.be/sD89 418h1A



https://youtu.be/sD89_418h1A

The first migration method that is equally effective for all acquired frequencies for
imaging and inverting at the target and reservoir

Arthur B. Weglein? Yanglei Zou! Qiang Fu! Fang Liut Jing Wu! Chao Ma! Robert H. Stolt! Xinglu Lint and

James D. Mayhan*

Summary

There is an industry wide interest in acquiring lower fre-
quency seismic data. There is also an interest in assuring
that the broadband data provides added value in process-
ing and interpretation, to better resolve structure and to
provide improved amplitude analysis at the target and
at the reservoir. There are industry reports that when
comparing the new and more expensively acquired broad-
band lower frequency data with conventional recorded

this new migration method. In that paper, the new mi-
gration method is used to provide a definitive response to
the role of primaries and multiples in seismic processing.
This paper focuses on the frequency fidelity properties of
all current and the new migration method.

For the imaging principle component, a good reference to
start with is Jon Claerbout’s 1971 landmark contribution.
He listed three imaging principles: the exploding-reflector
model which is for stacked or zero offset data. We call this
Claerbout imaging principle I. The second imaging prin-
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A wedge resolution comparison between RTM and the first migration method that is equally effective

at all frequencies at the target: tests and analysis with both conventional and broadband data
Yanglei Zou, Qiang Fu, and Arthur B. Weglein, M-OSRP/Physics Dept./University of Houston

SUMMARY

Acquiring lower-frequency seismic data is an industry-wide
interest. There are industry reports that (1) when compar-
ing the new and more expensively acquired broad-band lower-
frequency data with conventional recorded data, taken over
a same region, these two data sets have the expected differ-
ence in frequency spectrum and appearance, but (2) they often
provide less than the hoped for difference in structural reso-
lution improvement or added benefit for amplitude analysis at
the target and reservoir. In Weglein et al. (2016) and Q. Fu
et al. (2017), they demonstrate that all current migration and

Claerbout imaging principle II (CII). Waves propagate down
from the source, are incident on the reflector, and the reflec-
tor generates a reflected upgoing wave. According to CII, the
reflector exists at the location in space where the wave that is
downward propagating from the source and the upwave from
the reflector are at the same time and space. All RTM methods
are based on RTM (CII) imaging principle and we after refer to
RTM in this paper as RTM (CII). The third is Claerbout imag-
ing principle III (CIII), which starts with surface source and
receiver data and predicts what a source and receiver would
record inside the earth. CIII then arranges the predicted source
and receiver to be coincident and asks for ¢+ = 0. If the pre-
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e At this moment, (and for the foreseeable
future) the high water mark of velocity
analysis capability (including tomography and
FWI) is to improve a smooth velocity for
migration—while that can be adequate for a

structure map—that requires that all multiples
must be removed




* However, when going beyond a structure map
for parameter estimation at depth with

migration-inversion a multiparameter

elastic (anelastic) migration, with known
discontinuous properties above the target is
needed for a direct non-linear inversion of
mechanical properties at the target.




* References:
— Stolt and Weglein, 1985 Geophysics

— Stolt and Weglein Cambridge University Press
2012 Sl

— Haiyan Zhang Thesis

— Haiyan Zhang and Weglein 2009
— Hong Liang and Weglein 2013

— Hong Liang Thesis



* As the industry trend moved to more complex
offshore and on-shore plays challenges arose
from the inability to provide an adequate
velocity model for migration and other seismic
objectives.



One Response: BETTER SATISFY THE
ASSUMPTIONS

Although there has been progress in that
endeavor (that this Workshop reports and
recognizes) there are serious and significant
challenges that remain—we encourage
further research investment along that path of
providing ever more effective velocity model
building—there is no final and ultimate
solution—always a work in progress.



A Second Response: REMOVE THE
ASSUMPTIONS

e At the same time—in the late 1980’s-1990’s a
second response to this same industry trend
to ever more complex overburdens and
inaccessible targets motivated a campaign to

directly achieve all processing objectives

directly and without knowing, estimating, or
determining subsurface properties.




Up to this point in this presentation,
we assumed that information in the
overburden (above a target) is
achievable
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Innate algorithmic assumptions

* The inverse scattering series states that all
processing objectives can be achieved directly
and without any subsurface information.

* Among processing objectives
Free surface multiple removal
Internal multiple removal
Depth imaging

Non-linear AVO

Q compensation

All without subsurface information
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Multiple Removal

 The impact of the inverse scattering series on
removing free surface and internal multiples is well

documented in the seismic literature—as the only
methods that can predict the accurate amplitude

and phase of all free surface and internal multiples
at all offsets, automatically accommodating
specular and non-specular generators, without any
subsurface information (known, estimated, or
determined) and without adaptive subtraction




A few references:

— Chao Ma et al 2018 Geophysics (ISS FSME
compared to SRME)

— Yanglei Zou et al 2019 SEG Abstract (ISS internal
multiple elimination)

—Yi Luo et al TLE 2011 (on-shore application)

— Weglein, Jing Wu and Fred Melo 2021 EAGE,
Workshop on Multiples (a toolbox of multiple
removal methods)




GEOPHYSICS, VOL. 84, NO. 5 (SEPTEMBER-OCTOBER 2019); P. 54598478, 51 FIGS.
10.1150VGEO2018-0411.1

") Check for updates

Comparison of the inverse scattering series free-surface multiple
elimination (ISS FSME) algorithm with the industry-standard surface-
related multiple elimination (SRME): Defining the circumstances

in which each method is the appropriate toolbox choice

Chao Ma', Qiang Fu', and Arthur B. Weglein'

istribution subject to SEG license or copyright; see Terms of Use at http:/library seg.org/

ABSTRACT

The industry-standard surface-related multiple elimination
(SRME) method provides an approximate predictor of the am-
plitude and phase of free-surface multiples. This approximate
predictor then calls upon an energy-minimization adaptive sub-
traction step to bridge the difference between the SRME pre-
diction and the actual free-surface multiple. For free-surface
multiples that are proximal to other events, the criteria behind
energy-minimization adaptive subtraction can be invalid. When
applied under these circumstances, a proximal primary can often
be damaged. To reduce the dependence on the adaptive process,
a more accurate free-surface multiple prediction is required. The
inverse scattering series (ISS) free-surface multiple elimination

(FSME) method predicts free-surface multiples with accurate
time and accurate amplitude of free-surface multiples for a
multidimensional earth, directly and without any subsurface
information. To quantify these differences, a comparison with
analytic data was carried out, confirming that when a free-
surface multiple interferes with a primary, applying SRME with
adaptive subtraction can and will damage the primary, whereas
ISS free-surface elimination will precisely remove the free-
surface multiple without damaging the interfering primary.
On the other hand, if the free-surface multiple is isolated, then
SRME with adaptive subtraction can be a cost-effective toolbox
choice. SRME and ISS FSME each have an important and dis-
tinct role to play in the seismic toolbox, and each method is the
indicated choice under different circumstances.




t to SEG license or copyright; see Terms of Use at http://library seg.org/

A new multidimensional method that eliminates internal multiples that interfere with pri-
maries, without damaging the primary, without knowledge of subsurface properties, for off-
shore and on-shore conventional and unconventional plays

Yanglei Zou, Chao Ma, and Arthur B. Weglein, M-OSRP/Physics Dept./University of Houston

SUMMARY

Multiple removal is a longstanding problem in exploration seis-
mology. Many methods have been developed including: stack-
ing, FK filter, Radon transform, deconvolution and Feedback
loop. They make statistical assumptions, assume move-out dif-
ferences, or require knowledge of the subsurface and the gen-
erators of the multiples (e.g., Foster and Mosher, 1992; Ver-
schuur et al., 1992; Berkhout and Verschuur, 1997; Jakubow-
icz, 1998; Robinson and Treitel, 2008; Wu and Wang, 2011;
Meles et al., 2015; da Costa Filho et al., 2017; Lomas and Cur-
tis, 2019). As the industry moved to deep water and more com-
plex on-shore and off-shore plays, these methods bumped up
against their assumptions. The Inverse Scattering Series (ISS)
internal-multiple-attenuation algorithm (Aradjo et al., 1994,
Weglein et al., 1997 and Weglein et al., 2003) made none of
the assumptions of previous methods (listed above) and stands
alone, and is unique in its effectiveness when the subsurface
and generators are complicated and unknown. It is the only
multi-dimensional internal-multiple-removal method that can
predict all internal multiples with exact arrival time and ap-
proximate amplitude without requiring any subsurface infor-
mation. When internal multiples and primaries are isolated,
the ISS internal-multiple-attenuation algorithm is usually com-
bined with an energy-minimization adaptive subtraction to re-

multiple-elimination algorithm is more effective and more compute-

intensive than the current most capable ISS attenuation-plus-
adaptive-subtraction method. We provide it as a new capa-
bility in the multiple-removal toolbox and a new option for
circumstances when this type of capability is called for, indi-
cated and necessary. That can frequently occur in offshore and
onshore conventional and unconventional plays. We are ex-
ploring methods to reduce the computational cost of these ISS
attenuation and elimination algorithms, without compromising
effectiveness.

INTRODUCTION

The ISS (Inverse-Scattering-Series) allows all seismic process-
ing objectives, e.g., free-surface-multiple removal and internal-
multiple removal, depth imaging, non-linear amplitude analy-
sis and Q compensation to be achieved directly in terms of
data, without any need for, or determination of subsurface prop-
erties (e.g., Weglein et al., 2012; Zhang and Weglein, 2009a,b;
Zou and Weglein, 2018). The ISS internal-multiple attenuation
algorithm is the only method today that can predict the cor-
rect time and approximate amplitude for all first-order internal
multiples generated from all reflectors, at once, without any
subsurface information. If the multiple to be removed is iso-
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SPECIALSECTION: MULTIPLE ATTENUATION

license or copyright; see Terms of Use at https//library.seg.org/page/policies/terms

10.1190/1.3626496

Elimination of l1and internal multiples based on the inverse

Y Luo, Panos @G. Kevams, Quns Fu, SrouDons Huo, and Grapa Sinoi, Saudi Aramco

Ski-Ying Hsu and Artrur B. WeeLew, University of Houston

Dcspitc the explosion of new, innovative technologies
in the area of multiple identification and subsequent
attenuation, their applicability is mostly limited to marine
environments especially in deep water. In land seismic data
sets however, the application of such multiple-elimination
methodologies is not always straightforward and in many
cases poor results are obtained. The unique characteristics of
land seismic data (i.e., noise, statics and coupling) are major
obstacles in multiple estimation and subsequent elimination.
The well-defined surface multiples present in marine data are
rarely identifiable in land data. Particularly in desert terrains
with a complex near surface and low-relief structures, surface
multiples hardly exist. In most cases, we are dealing with so
called “near-surface-related multiples.” These are primarily
internal multiples generated within the complex near surface.

In this paper, we employ theoretical concepts from the in-
verse scattering series (ISS) formulation and develop comput-
er algorithms for land internal multiple elimination. The key
characteristic of the ISS-based methods is that they do not re-
quire any information about the subsurface: i.e., they are fully
data-driven. Internal multiples from all possible generators
are computed and adaptively subtracted from the input data.
These methodologies can be applied prestack and poststack

the main internal multiple generators. Thus, some advanced
knowledge of the main multiple generators is required. On
land, as shown by Kelamis et al. (2006), the majority of inter-
nal multiples are generated by a series of complex, thin layers
encountered in the near surface. Thus, the applicability of the
CFP-based layer/boundary approach is not always straight-
forward because it requires the definition of many phantom
layers. In contrast, the ISS theory does not require the intro-
duction of phantom layers/boundaries. Instead, it computes
all possible internal multiples produced by all potential mul-
tiple generators. Therefore, fully automated internal multi-
ple-elimination algorithms can be developed in the prestack
and poststack domains.

Basic principles of ISS technology

The ISS-based formulation for internal multiple attenuation
(Aragjo etal., 1994; Weglein et al., 1997) is a data-driven algo-
rithm. It does not require any information about the reflectors
that generate the internal multples or the medium through
which the multiples propagate and, in principle, it does not
require moveout differences or interpretive intervention. The
algorithm predicts internal multiples for all horizons at once.



82ND CONFERENCE + EXHIBITION

Multiples: towards a toolbox perspective on assumptions, challenges and options (an Invited
Presentation)

Arthur B. Weglein', Jing Wu?, Frederico Xavier de Melo?

'M-OSRP/Physics Department/University of Houston

*WesternGeco/Schlumberger

Introduction

All seismic methods make assumptions; when the assumptions are satisfied, methods are effective, and
when assumptions are violated, the methods can have difficulty and can fail. Seismic challenges arise
when the assumptions behind the algorithm are violated. The three links provided at the end of this
Abstract provide: (1) a more extensive and detailed version of this Abstract with a context, motivation and
perspective (and the references cited within this abstract) and (2) the various types of assumptions behind
seismic processing algorithms.

They are all important. For example, a seismic processing method is not an isolated entity, but rather a
link in a sequence of processing steps. All the earlier steps in the chain, are important assumptions,
prerequisites and requirements for the effectiveness of later steps.

A critically important assumption for a given link in the chain is the need for subsurface information.
The industry trend to deep and complex offshore and onshore plays made the need for adequate
subsurface information increasingly difficult or impossible to satisfy, and that inability remains the
situation today. That reality drove the interest in developing methods that did not need to know, to
estimate or to determine subsurface information.
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JOURNAL OF SEISMIC EXPLORATION 27, 593-608 (2018) 593

ISS 0 COMPENSATION WITHOUT KNOWING,
ESTIMATING OR DETERMINING Q@ AND WITHOUT
USING OR NEEDING LOW AND ZERO FREQUENCY
DATA

YANGLEI ZOU and ARTHUR B. WEGLEIN
M-OSRP, Physics Department, University of Houston, Houston, TX 77204, U.S.A.

(Received June 2, 2018; revised version accepted October 12, 2018)

ABSTRACT

Zou, Y. and Weglein, A.B., 2018. ISS O compensation without knowing, estimating or
determining O and without using or needing low and zero frequency data. Journal of
Seismic Exploration, 27: 593-608.
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JOURNAL OF SEISMIC EXPLORATION 21, 1-28 (2012) 1

INVERSE SCATTERING SERIES DIRECT DEPTH IMAGING
WITHOUT THE VELOCITY MODEL: FIRST FIELD DATA
EXAMPLES

ARTHUR B. WEGLEIN', FANG LIU!, XU LI', PAOLO TERENGHI', ED KRAGH?, JAMES D.
MAYHAN', ZHIQIANG WANG', JOACHIM MISPEL?, LASSE AMUNDSEN?, HONG LIANG',
LIN TANG' and SHIH-YING HSU!

" M-OSRP, University of Houston, 617 Science & Research Bldg. 1, Houston, TX 77004, U.S.A.
? SCR/Schiumberger, Schlumberger Cambridge Research Center High Cross, Madingley Road,
Cambridge CB3 OEL, U.K.

7 Statoil ASA, Statoil Forskningssenter, Arkitekt Ebbells veg 10, 7053 Ranheim, Norway.

(Received September 3, 2011; revised version accepted November 24, 2011)

ABSTRACT

Weglein, A.B., Liu, F., Li, X., Terenghi, P., Kragh, E., Mayhan, J.D., Wang, Z., Mispel, J.,
Amundsen, L., Liang, H., Tang, L. and Hsu, S.-Y., 2012. Inverse scattering series direct depth

imaging without the velocity model: First field data examples. Journal of Seismic Exploration, 21: 1
1-28.



Now returning to our earlier slide:
Responding to seismic challenges

* Two ways to address:

— Find a more effective way to satisfy the
assumption—thereby removing the violation

— Find a way to remove the assumption or
prerequisites
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We encourage investment and
support for both ways to address
the open issues in velocity model

building
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* Develop fundamentally new and more
effective methods to satisfy the assumptions,
finding an adequate velocity model

* Further develop and deliver imaging methods
that do not need to know, estimate, or
determine a velocity model



In Conclusion

Velocity model building:

1.

Improvements reported in providing a smooth
velocity model

Purpose: to serve and improve structural imaging
(migration)

For any velocity model—we recommend using Stolt
Claerbout Ill imaging rather than RTM, to provide
differential added value for imaging and inversion of
specular and complex nonspecular and diffractive
(pinchout) mapping, and for improved illumination
and target and reservoir resolution




Conclusion (continued)

— We suggest using the most effective migration
method, Stolt Clll for heterogeneous media
(rather than RTM) in judging the efficacy of a
velocity model—it makes no high frequency (ray-
theory) assumption and can automatically
accommodate every type of structure.

— Weglein et al 2016 SEG and Y. Zou et al 2017 SEG
Wedge Model



Conclusion (continued)

— What about lllumination?

— To paraphrase Jon Claerbout “Waves are
ubiquitous and do not have illumination issues.”
“Seismic processing methods that make
asymptotic or high frequency approximation will
introduce illumination issues,” e.g., like Kirchhoff
migration and RTM, that impose ‘ray-like’
constraints on imaging paths and can result in
illumination issues. An interest in illumination
points to using Stolt Claerbout Il migration for
heterogeneous media.




Il. Velocity model building (continued)

1. Providing an accurate discontinuous velocity (and
density etc.) model is beyond all current capability.

2. Direct determination of changes in earth
mechanical properties at the imaged target is
beyond current capability

Ill. Items | and Il above directly communicate that
removing multiples will remain a high priority
and pressing need now and for the foreseeable
future.



Conclusion (continued)

V. What about using multiples?
1. Removing and using multiples are after the same
exact objective, imaging primaries
Recorded and unrecorded primaries

A recorded multiple can be useful

* When it consists of two subevents, one recorded and
the second subevent an unrecorded primary



e After the recorded multiple is ‘used’ it must be
removed to image recorded primaries

* To find an approximate image of an unrecorded
primary, unrecorded multiples must be removed

e Summary:

— To image recorded primaries, recorded multiples must
be removed

— To image unrecorded primaries, unrecorded multiples
must be removed



* All the above conclusions on the need to
remove recorded and unrecorded multiples
derive from the current capability of (at most)
determining a smooth velocity model for
migration.




Thank you to Fons Ten Kroode and the entire
SEG/DGS Workshop organizing committee for
the honor and privilege of delivering this
closing presentation.

Thanks to the sponsors of M-OSRP for their
encouragement and support of this research.

A. B. W. thanks Samuel Oedi, M-OSRP/Physics
Dept./UH for his assist in the preparation of
these slides.
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A selection among of additional references for
the topics and discussion in this presentation.

See link: SEG/KOC Workshop: Seismic Multiples, the Challenges and the Way
Forward” in Kuwait December 3-5 2019 .

— “ A new perspective on removing and using multiples | they have the same
exact goal | imaging primaries, recorded and unrecorded primaries | Recent
advances in multiple removal”.

— https://youtu.be/sD89 418h1A
http://www.mosrp.uh.edu/people/faculty/arthur-weglein
Google Scholar: Arthur Weglein

Recent advances in the physics of imaging and potentially game- changing Q
compensation without knowing, estimating or determining Q (for improved
resolution, amplitude analysis and illumination) assuring increased low and high

frequency benefit for petroleum exploration
— http://www.uh.edu/nsm/physics/news-events/stories/2018/0525-seismic-
processing.php
WebTalk - Séries de Conversas Geofisicas com Dr. Arthur Weglein e Msc. Odette
Aragao - YouTube

— https://www.youtube.com/watch?v=iir4dcuk50Cw
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https://youtu.be/sD89_418h1A
http://www.mosrp.uh.edu/people/faculty/arthur-weglein
https://scholar.google.com/citations?user=3ulCgMYAAAAJ&hl=en
http://www.uh.edu/nsm/physics/news-events/stories/2018/0525-seismic-processing.php
https://www.youtube.com/watch?v=iir4cuk50Cw

For the specific interest of this Workshop
— Game-changing migration

— Petrobras invited us to present at a game changing seminar series- thought that might
be of interest

 M-OSRP Invited Presentation at the Petrobras Workshop on Game Changing
Seismic Technology
* http://mosrp.uh.edu/news/invited-presentation-petrobras-workshop-aug-2016
— On direct inversion for FWI objectives
 Key—note address, Abu Dhabi, March 31st, 2015 presented at the SEG FWI,
Workshop Filling the gaps in Abu-Dhabi
— Q compensation without Q
* Yanglei Zou and Weglein JSE 2018
* Recent advances in the physics of imaging and potentially game- changing Q
compensation without knowing, estimating or determining Q (for improved

resolution, amplitude analysis and illumination) assuring increased low and high
frequency benefit for petroleum exploration

* http://www.uh.edu/nsm/physics/news-events/stories/2018/0525-seismic-
processing.php
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http://www.mosrp.uh.edu/events/annual-meetings/meeting-18
http://mosrp.uh.edu/news/invited-presentation-petrobras-workshop-aug-2016
http://mosrp.uh.edu/news/mar-30-apr-1-fwi-workshop-abu-dhabi
http://www.uh.edu/nsm/physics/news-events/stories/2018/0525-seismic-processing.php

DIRECT NON-LINEAR ACOUSTIC AND ELASTIC
INVERSION: TOWARDS FUNDAMENTALLY NEW
COMPREHENSIVE AND REALISTIC
TARGET IDENTIFICATION

A Dissertation

Presented to

the Faculty of the Department of Physics

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

Haiyan Zhang

December 2006
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GEOPHYSICS, VOL. 74, NO. 6 (NOVEMBER-DECEMBER 2009); P. WCD29-WCD39, 6 FIGS.
10.1190/1.3256283

Direct nonlinear inversion of 1D acoustic media using inverse scattering

subseries

Haiyan Zhang' and Arthur B. Weglein?

ABSTRACT

A task-specific, multiparameter (more than one mechani-
cal property changes across a reflector), direct nonlinear in-
version subseries of the inverse-scattering series is derived
and tested for an acoustic medium in which velocity and den-
sity vary vertically. Task-specific means that terms in the dis-
tinct subseries corresponding to tasks for imaging only and
inversion only are identified and separated. Direct means
there are formulas that solve explicitly for and output the
physical properties, without, e.g., search algorithms, model
matching and optimization schemes, and proxies that typical-
ly characterize indirect methods. Numerical test results with
analytic data indicate that one term beyond linear provides
added value beyond standard linear techniques, and the im-
proved estimates are valid over a larger range of angles. The
direct acoustic inversion is nonlinear. It serves as an impor-
tant step for new concepts and methods to guide the much
more complicated and minimally realistic elastic inverse for
exploration seismology target identification purposes.

sumptions of the former methods (like small-contrast assumptions)
often are violated in practice and can cause erroncous predictions.
The latter category usually involves a significant and often daunting
computation effort (especially in multidimensional cases) and
sometimes can report erroneous or ambiguous results.

To provide more accurate and reliable target identification, espe-
cially with large-contrast, large-angle target geometry, we develop a
more comprehensive multiparameter, multidimensional, direct-
nonlinear-inversion framework based on the inverse-scattering task-
specific subseries (see, for example, Weglein et al., 2003). The in-
verse-scattering series has a tremendous generality and comprehen-
siveness, allowing many distinct traditional processing objectives to
be achieved within a single framework, but without the traditional
need to provide information about the properties that govern actual
wave propagation in the earth.

It begins with scattering theory, which is the relationship between
the perturbation or alteration in the properties of a medium and the
concomitant perturbation or change in the wavefield. The relation-
ship between those two changes is always nonlinear. Any change ina
medium will resultin a change in the wavefield that is nonlinearly re-
lated to that physical property change. Here we examine the relation-
ship between the perturbation in a medium and the perturbation in a
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ADDRESSING SEVERAL KEY OUTSTANDING ISSUES
AND EXTENDING THE CAPABILITY OF THE
INVERSE SCATTERING SUBSERIES FOR INTERNAL
MULTIPLE ATTENUATION, DEPTH IMAGING, AND
PARAMETER ESTIMATION

A Dissertation
Presented to
the Faculty of the Department of Physics

University of Houston

In Partial Fulfillment
of the Requirements for the Degree

Doctor of Philosophy

By
Hong Liang

December 2013
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Summary

There is an industry wide interest in acquiring lower fre-
quency seismic data. There is also an interest in assuring
that the broadband data provides added value in process-
ing and interpretation, to better resolve structure and to
provide improved amplitude analysis at the target and
at the reservoir. There are industry reports that when
comparing the new and more expensively acquired broad-
band lower frequency data with conventional recorded
data, taken over a same region, that these two datasets
have the expected difference in frequency spectrum and
appearance, but they provide little or no difference in
structural improvement or added benefit for amplitude
analysis at the target and reservoir. The methods that
take recorded data and determine structure and perform
amplitude analysis are migration and migration-inversion,
respectively. There are two objectives of this paper: (1)
to demonstrate that all current migration and migration
inversion methods make high frequency asymptotic as-
sumptions, that consequently do not provide for equal
effectiveness at all recorded frequencies, at the target and
reservoir. The consequence is that in the process of mi-
gration, they lose or discount the information in the newly
acquired lowest frequency components in the broad band
data, and (2) we address that problem, with the first mi-
gration method that will be equally effective at all fre-
quencies at the target and reservoir, and will allow the
broad band lower frequency data to provide improved
structure and more effective amplitude analysis.

Sei ition and seismic processing must be consis-

tent and allgned to provide interpretive value from broad
band data.

Introduction

Migration methods that use wave theory for seismic imag-
ing have two components: (1) a wave propagation model,
and (2) an imaging condition.

We will examine each of these two components in this
paper. After a brief general introduction, the focus will be
on the specific topic of this paper: the frequency fidelity
of migration algorithms.

That analysis leads to a new and first migration that is
equally effective at the target and/or the reservoir. A pa-
per, Weglein (2016), provides a detailed development of
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this new migration method. In that paper, the new mi-
gration method is used to provide a definitive response to
the role of primaries and multiples in seismic processing.
This paper focuses on the frequency fidelity properties of
all current and the new migration method.

For the imaging principle component, a good reference to
start with is Jon Claerbout’s 1971 landmark contribution.
He listed three imaging principles: the exploding-reflector
model which is for stacked or zero offset data. We call this
Claerbout imaging principle I. The second imaging prin-
ciple is the time space coincidence of up and downgoing
waves. Waves propagate down from the source, are in-
cident on the reflector and the reflector then generates a
reflected up-going wave. According to Claerbout II (CII),
the reflector exists at the location in space where the wave
that is downward propagating from the source and the up
wave from the reflector are at the same time and space.

Claerbout III (CIII) imaging starts with surface source
and receiver data, and predicts what a source and receiver
would record inside the earth. The CIII imaging princi-
ple then arranges the predicted source and receiver to be
coincident and asks for ¢ = 0. If the predicted coincident
source and receiver experiment at depth is proximal to
a reflector you get a non-zero result at time equals zero.
CIII provides a direct and definitive yes or no at every
subsurface point.

These three imaging conditions will give exactly the same
result for a normal incident spike plane wave on a single
horizontal reflector.

Claerbout II and III are of central industry interest to-
day, since we currently process pre-stacked data. Imaging
condition II and III will produce different results for a sep-
arated source and receiver located in a homogeneous half
space above a single horizontal reflector. That difference
forms a central and key message of this paper.

Before we undertake that comparison, let us take a look
at a realization of the CIII imaging principle. Stolt’s
1978 landmark contribution realized CIII imaging in the
Fourier domain.

Stolt FK migration is

stolt 1
M7 (z,2) = W-// dwdzgdz sdksz
X exp(—i(kszz + ksz(z — z4)))

X /dk;, exp(—i(kgz2 + kgz(z — z4)))

X /dtexp(iwt)D(z:g,x,,t). (1)
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Model

x

Fig. 1: A numerical example of Claerbout I imaging (current
leading edge RTM) for a single reflector with a homogeneous
velocity model (one shot gather) (Yanglei Zou and Weglein,
2014).

The weighted sum of recorded data, summed over re-
ceivers basically predicts the receiver experiment at
depth, for a source on the surface. The sum over sources
predicts the source in the subsurface, as well. Then the
predicted source and receiver experiment is output for a
coincident source and receiver, and at time equals zero;
it defines a CIII image. Each step (integral) in this Stolt
Fourier form of CIII has a specific physically interpretable
purpose towards the CIII image.

Stolt made two extensions to Claerbout III. One was re-
taining the kj information, angle dependent information
at the target for structure and amplitude analysis, and
in addition, introduced a point reflectivity. That point
reflectivity automatically provides the specular reflection
coefficient if there is one. It also provides a point reflectiv-
ity, an operator, which you can use for structure, which is
non-planar, and to perform subsequent amplitude anal-
ysis. Those two extensions to get plane wave reflection
coefficients and point reflectivity are only realizable in
Claerbout III. Claerbout II cannot be extended and gen-
eralized in these two ways. Claerbout II is the basis and
starting point for all current RTM methods. Hence, all
RTM methods have certain intrinsic limitations, in terms
of the ability to interpret images.

Claerbout II imaging
1(@) = Y3 (3., & w)R(E., & w). @

R is the reflection data (for a shot record), run backwards,
and S is the source wavefield.

The CII imaging is somewhat ad-hoc and not nearly on
the same firm physical foundation and as interpretable as
CIIL

We compare the CII and CIII where it is not a propaga-
tion issue, and where the structure is simple, that is, we
consider a homogeneous medium above a single horizon-
tal reflector. We will apply Claerbout II and Claerbout
1IT and examine the differences.

In Figure 1, we see the model. The migration velocity
here is 1500m/s.

Figure 2 is the result from Claerbout II for one shot
record. There is an inconsistency in the image. The bot-

Migration method effective for all frequencies
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Fig. 2: A numerical example of Claerbout II imaging (current
leading edge RTM) for a single reflector with a homogeneous
velocity model (one shot gather) (Yanglei Zou and Weglein,
2014).
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Fig. 3: A numerical ezample of Claerbout III Stolt migration
for a single reflector (Yanglei Zou and Weglein, 2014).

tom image in Figure 2 shows a blow up to see the lateral
inconsistency in the CII image. If you want to associate
the image with something like structure and/or reflectiv-
ity, you are not obtaining something that is consistent in
the simplest possible example.

Figure 3 shows the equivalent one shot record image of
the Claerbout III Stolt migration.

Stolt’s CIII produces a consistent and interpretable im-
age. What people do in practice, with CII for one shot
record is they stack over sources. They treat the CII
algorithm as if it was intrinsically flawed and noisy. In
Claerbout III, the sum over receivers, dz,, is required to
bring the receiver down, the sum over sources, dz., is
required to bring the source down.

The sum over sources in Claerbout III is not fixing some-
thing that is inconsistent and intrinsically amiss, as the
sum over sources seeks to mitigate in Claerbout II. There
is no physics in CII to the sum over sources.

Now set the migration velocity be a discontinuous func-
tion co over c1 in Figure 4. In Figure 5, we perform Claer-
bout II for one trace, one source and one receiver and out-
put the result. You find this ellipse and these (in)famous
rabbit ears due to the co, c1 migration velocity model.
Faqi Liu, et al, have provided a method to remove rabbit
ears in Claerbout II when imaging with a discontinuous
velocity.

Even for the single horizontal reflector and with rabbit
ear removal the CII image is not consistent. And in fact,

Migration method effective for all frequencies
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Fig. 4: The velocity model.

Fig. 5: Claerbout II RTM image for one trace.

the reduction or removal of the rabbit ears can have a
negative impact on the image itself. Let’s compare this
to Claerbout IIIL.

The new CIII migration in Figure 6 for two way propa-
gating waves (from equation 4) produces the coincident
source and receiver above and below the reflector with a
light and dark amplitude for R, and —R,, respectively.
There are no rabbit ears in the new CIII (equation 4).
With this new two way wave propagating CIII migration,
you can, e.g., obtain the reflection coefficient from above
and from below a top salt reflector.

How do high frequency approximations/
assumptions enter a migration algorithm?

How do you know if a migration method has made a high

Fig. 6: Claerbout II RTM image after artifacts removal.
Please note the inconsistent image along the reflector.

Migration method effective for all frequencies
(x,,0) (x,,0)

(x,2)

Fig. T: (1) If there is a travel time curve of candidate im-
ages within the method, it is a high frequency “ray theory”
approzimation/assumption. t = rfc where, r = rg + rs =
Vize = 2)T + 22 + (zs — 2) + 22.

Claerbout Ill Claerbout It
i RTM(2D)

>k
U
z -

x

Yangwi Zou, 2015
Fig. 8: Imaging Conditions and High Frequency Assumptions.
Left panel: No high frequency assumption. Right panel: High
frequency assumption.

frequency approximation?

If you have a picture shown in Figure 7 (a set of can-
didate images in the migration process) at any step
or stage in the migration method, then the migration
method has made an asymptotic high frequency assump-
tion/approximation. As we saw for Claerbout II, for one
source and one receiver, the image is an ellipse. If you
have a travel time ellipse of candidate images, that’s
an absolute and definite indication that the migration
method has made a high-frequency approximation. This
picture (Figure 7) is a ray-theory picture.

In Figure 8, we compare the results of CII and III for one
source and one receiver, CII provides an ellipse while CIII
does not. CIII provides a local image. In CII, in this sim-
plest case, where the data is perfect and the medium is
homogeneous, the contribution from one source and one
receiver, you obtain a set of candidates. CIII will never
provide candidates. CIII will bring you to a point in the
earth where you have a coincident source and receiver ex-
periment. At time equals zero, if there is a non zero result,
you are at a reflector, there is a structure there, not a pos-
sible or candidate structure. The result from Claerbout II
is a set of candidates of possible structure. That’s intrin-
sic to Claerbout II, hence intrinsic to all current RTM.
So, if you are doing RTM today and any extension of it,
understand that you have made a high frequency approx-
imation in your migration methods. Similarly Kirchhoff
migration is an asymptotic high frequency approximate
of Stolt CIII (see Figure 9)

There are other ways that high frequency approximations
can enter migration methods. If you made a stationary
phase approximation, the migration method is a high fre-

Migration method effective for all frequencies
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Kirchhoff migration (2D)

Fig. 9: Kirchhoff migration for a single source and receiver
(Yanglei Zou et al, 2015). High Frequency approzimation from
a stati y phase approzimati

quency approximation.

There is another more subtle way that high frequency
approximations can enter migration methods. Let’s say,
we are in Claerbout III (we are predicting the source and
receiver experiment at depth) and lets assume a smooth
velocity model. If in that smooth velocity model, you
were assuming at every point, that the wave is moving
in one direction, then you have made a high frequency
approximation, even though you are using Claerbout III
imaging. The only time that the wave is moving in one
direction at a given point is in a homogeneous medium.
As soon as you have any deviation from homogeneous, at
every point in that medium, part of that wave is moving
down and part of wave is moving up. If you are assuming
it is only moving in one direction at one point (e.g., using
WKBJ or diving waves), you have made a high frequency
approximation.

All CII imaging, i.e., all RTM methods today are from
the imaging principle itself, high frequency approxima-
tions/assumptions regardless of how they are imple-
mented. Equation 3 represents a Green’s theorem for-
mulation of CIII for one way waves and is equivalent to
Stolt migration equation 1. G ” is an anticausal Green's
function that ishes on the t surface. For
a heterogeneous medium assuming one way propagation,
at a point (even if you assume its overall downgoing and
then upgoing, e.g., between source and reflector, and then
separately, first downgoing and then upgoing from reflec-
tor to receiver) is a high frequency approximation, even
if you are adopting a CIII imaging principle.

-D -D
p= / G~ [ 0G0 pyg,as. @)
Se

0zs Js, Oz

Prestack Stolt migration (Green, 1-way waves)

Equation 4 is the new migration method of this paper.
It is a CIII imaging for a heterogeneous medium, that
doesn’t assume one-way propagation at either a point or
separately, overall between source and reflector, and, re-
flector to receiver. GV is the Green's function for the
heterogeneous medium that vanishes along with its nor-
mal derivative at the lower surface of the migration vol-
ume (Weglein et al., 2011b).

Migration method effective for all frequencies

Fig. 10: The new M-OSRP Claerbout III (Stolt extended) mi-
gration for 2 way wave propagation. The example with ¢ /ey
velocity. The image both above and beneath the reflector. No
“rabbit ears”. Consistent image along the reflector. Light
color image from above. Dark color image from below.
(Qiang Fu and Weglein, 2015)

Equation 4 is the first migration method that is equally
effective at all frequencies at the target and at the reser-
voir. Equation 4 was used in obtaining the result above
and below the reflector in Figure 10.

_ G~ aGgN | aP DN}
P= /; [ Dz, /;y { Dzy P+ ang" dSs

DN
gon 9 {3"'0 P+ "’7”03’" } ng] s, (4)
9

0z, S, 0z, a

(Green, 2-way waves) for details see Weglein et al.
(2011a,b) and F. Liu and Weglein (2014)

Conclusion

To obtain broad band benefit and added value requires
effective deghosting and a migration method that treats
all frequencies with equal effectiveness at the target and
reservoir. This paper provides a first migration algorithm
with those qualities and benefits. Seismic acquisition and
pre ing must be cc and aligned to provide in-
terpretive value at the target and reservoir from broad-
band data.

Migration method effective for all frequencies
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A wedge resolution comparison between RTM and the first migration method that is equally effective
at all frequencies at the target: tests and analysis with both conventional and broadband data
Yanglei Zou, Qiang Fu, and Arthur B. Weglein, M-OSRP/Physics Dept./University of Houston

SUMMARY

Acquiring lower-frequency seismic data is an industry-wide
interest. There are industry reports that (1) when compar-
ing the new and more expensively acquired broad-band lower-
frequency data with conventional recorded data, taken over
a same region, these two data sets have the expected differ-
ence in frequency spectrum and appearance, but (2) they often
provide less than the hoped for difference in structural reso-
lution improvement or added benefit for amplitude analysis at
the target and reservoir. In Weglein et al. (2016) and Q. Fu
et al. (2017), they demonstrate that all current migration and
migration-inversion methods make high-resolution asymptotic
assumptions. Consequently, in the process of migration, they
lose or discount the information in the newly acquired lowest-
frequency components in the broadband data. The new Stolt
extended Claerbout IIT migration for heterogeneous media (We-

Claerbout imaging principle II (CII). Waves propagate down
from the source, are incident on the reflector, and the reflec-
tor generates a reflected upgoing wave. According to CII, the
reflector exists at the location in space where the wave that is
downward propagating from the source and the upwave from
the reflector are at the same time and space. All RTM methods
are based on RTM (CII) imaging principle and we after refer to
RTM in this paper as RTM (CII). The third is Claerbout imag-
ing principle III (CIII), which starts with surface source and
receiver data and predicts what a source and receiver would
record inside the carth. CIII then arranges the predicted source
and receiver to be coincident and asks for t = 0. If the pre-
dicted coincident source and receiver experiment at depth is
proximal to a reflector one gets a non-zero result at time equals
zero. Stolt and his colleagues provided several major exten-
sions of CIII and we refer to that category of imaging princi-
ples/methods as Stolt extended CIIL
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Special section: Seismic inversion

A direct inverse method for subsurface properties: The conceptual and

practical benefit and added value in comparison with all current indirect
methods, for example, amplitude-variation-with-offset and full-waveform
inversion

Arthur B. Weglein'

Abstract

Direct inverse methods solve the problem of interest; in addition, they communicate whether the problem of
interest is the problem that we (the seismic industry) need to be interested in. When a direct solution does not
result in an improved drill success rate, we know that the problem we have chosen to solve is not the right
problem — because the solution is direct and cannot be the issue. On the other hand, with an indirect method, if
the result is not an improved drill success rate, then the issue can be either the chosen problem, or the particular
choice within the plethora of indirect solution methods, or both. The inverse scattering series (ISS) is the only
direct inversion method for a multidimensional subsurface. Solving a forward problem in an inverse sense is not
equivalent to a direct inverse solution. All current methods for parameter estimation, e.g., amplitude-variation-
with-offset and full-waveform inversion, are solving a forward problem in an inverse sense and are indirect
inversion methods. The direct ISS method for determining earth material properties defines the precise data
required and the algorithms that directly output earth mechanical properties. For an elastic model of the subsur-
face, the required data are a matrix of multicomponent data, and a complete set of shot records, with only
primaries. With indirect methods, any data can be matched: one trace, one or several shot records, one com-
ponent, multicomponent, with primaries only or primaries and multiples. Added to that are the innumerable
choices of cost functions, generalized inverses, and local and global search engines. Direct and indirect param-
eter inversion are compared. The direct ISS method has more rapid convergence and a broader region of con-
vergence. The difference in effectiveness increases as subsurface circumstances become more realistic and
complex, in particular with band-limited noisy data.

") Check for updates

Introduction

Seismic processing is an inverse problem to deter-
mine the properties of a medium from measurements
of a wavefield exterior to the medium. The ultlmabe in-
version objective of seismic processing in ex-
ploration is to use recorded reflection data to extract
useful subsurface information that is relevant to the
location and production of hydrocarbons. There is
typically a coupled chain of intermediate steps and
processing that takes place toward that objective, and
I refer to each of those intermediate steps, stages, and
tasks as objectives “associated with inversion” or in-
verse tasks toward the ultimate subsurface information
extraction goal and objective. All seismic processing
methods that are used to extract subsurface informa-
tion make assumptions and have prerequisites.

A seismic method will be effective when those as-
sumptions/conditions/requirements are satisfied. When
those assumptions are not satisfied, the method can
have difficulty and/or will fail. That failure can and
will contribute to processing and interpretation difficul-
ties with subsequent dry-hole exploration well drilling
or drilling suboptimal appraisal and development
wells.

Challenges in seismic processing and seismic explo-
ration and production are derived from the violation of
assumptions/requir ts behind seismic processing
methods. Advances in seismic processing effectiveness
are measured in terms of whether the new capability
results in/contributes to more successful plays and bet-
ter informed decisions and an increased rate of success-
ful drilling.
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The purpose of seismic research is to identify and
address seismic challenges and to thereby add more ef-
fective options to the seismic processing toolbox. These
new options can be called upon when indicated, appro-
priate, and necessary as circumstances dictate.

No toolbox option is the appropriate choice under
all circumstances. For example, the most effective
method, from a technical perspective, might be more
than is necessary and needed, under a given circum-
stance, and a less effective and often less costly option
could be the appropriate and indicated choice. Under
other more complex and daunting circumstances, the
more effective and (perhaps) more costly option will be
the only possible choice that is able to achieve the ob-
jective of that processing task and interpretation goal.
The objective is to expand the number of options in
the seismic toolbox to allow a capable response to a
larger number of circumstances. As I will point out be-
low, “identify the problem” is the first, the essential, and
sometimes the most difficult (and often the most ignored
and/or underappreciated) aspect of seismic research.

Identifying and delineating the violation of assump-
tions behind seismic processing methods is an absolutely
essential first step in a strategy and plan for developing a
response to prioritizing and pressing seismic exploration
challenges. This paper provides a new insight, and ad-
vance for the first and critical step of addressing seismic
processing challenges: problem identification.

I explain in detail and exemplify why only a direct
inversion method can help us to decide whether the
problem we (the seismic industry) are interested in
addressing is, in fact, the problem we need to address.

Seismic processing methods can be classified as
based on either statistical models and principles or
wave-theory concepts and approaches. Wave-theory
concepts used in seismic processing can be further
catalogued as modeling and inversion.

In the next section, I describe these two wave theory
approaches to seismic processing, that is, modeling and
inversion, and I will further distinguish between direct
and indirect inversion methods. That clarification rep-
resents a central theme and objective of this paper.

Modeling and inversion

Modeling, as a seismic processing tool, starts with a
prescribed wavefield source mechanism and a model
type (e.g., acoustic, elastic, anisotropic, or anelastic),
and then properties are defined within the model type
for a given medium (e.g., velocities, density, and attenu-
ation Q). The modeling procedure then provides the
seismic wavefield that the energy source produces at
all points inside and outside the medium.

Inversion also starts with an assumed known and
prescribed energy source outside the medium. In addi-
tion, the wavefield outside the medium is assumed to be
recorded and known. The objective of seismic inversion
is to use the latter source description and wavefield
measurement information to make inferences about

the subsurface medium that are relevant to the location
and production of hydrocarbons.

Direct and indirect inversion

Inversion methods can be classified as direct or indi-
rect. A direct inversion method solves an inverse prob-
lem (as its name suggests) directly. On the other hand,
an indirect inversion method seeks to solve an inverse
problem circuitously through indirect approaches that
often call up assumed aligned objectives or conditions.
There are times when the indirect approach will seek to
satisfy necessary (but typically not sufficient) condi-
tions, and properties, and it is often mistakenly consid-
ered and treated as though it was equivalent to a direct
method and solution. Indirect methods come in many va-
rieties; some are obvious, and others are more subtle and
harder to identify as being indirect. Among indicators,
identifiers, and examples of “indirect” inverse solutions
(Weglein, 2015a) are (1) model matching, (2) objective/
cost functions, (3) local and global-search algorithms,
(4) iterative linear inversion, (5) methods corresponding
to necessary but not sufficient conditions, e.g., common-
image gather flatness as an indirect migration velocity
analysis method, and (6) solving a forward problem in an
inverse sense, e.g., amplitude-variation-with-offset (AVO)
and full-waveform inversion (FWI). Regarding the last
indirect indicator, item (6), I will show that solving a for-
ward problem in an inverse sense is not equivalent to a
direct inverse solution for those same objectives.

As a simple illustration, a quadratic equation

ax® +br+c=0 n

can be solved through a direct method as

—b + Vb* - dac
= 2a N @

or it can be solved by an indirect method searching for
x, such that, e.g., some functional of

(a2 + bx + ¢)? 3)

is a minimum.

In the next section, this example will be further dis-
cussed and examined as a way to introduce and develop
fundamental concepts in a simple and transparent con-
text. The lesson gleaned from that simple example will
later (in this paper) be extended and applied to the
more complicated and relevant seismic inverse formu-
lations and methods. In Weglein (2013), there is an in-
troduction to the subject of direct and indirect inverse
solutions, which provides a useful background refer-
ence for this paper and contains several indirect inver-
sion references (Blum, 1972; Keys and Weglein, 1983;
Gauthier et al., 1986; Tarantola, 1986, 1987; Crase et al.,
1990; Symes and Carazzone, 1991; Chavent and Jace-
witz, 1995; Matson, 1997; Nolan and Symes, 1997
Weglein and Matson, 1998; Biondi and Sava, 1999;
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Brandsberg-Dahl et al, 1999; Pratt, 1999, Pratt and
Shipp, 1999; Rickett and Sava, 2002; Weglein et al.,
2002, 2011; Sava and Fomel, 2003; Biondi and Symes,
2004; Sava et al., 2005; Valenciano et al., 2006; lledare
and Kaiser, 2007; Ben-Hadj-ali et al., 2008; Symes, 2008;
Vigh and Starr, 2008; Baumstein et al., 2009; Ben-Hadj-
ali et al., 2009; Brossier et al., 2009; Hawthorn, 2009;
Sirgue et al., 2009, 2010, 2012; Liang et al., 2010; Ferre-
ira, 2011; Fichtner, 2011; Li et al., 2011, Luo et al.,, 2011,
Anderson et al., 2012; Guasch et al., 2012, Kapoor et al.,
2012; Weglein, 2012a, 2012b; Zhou et al., 2012; Zhang
and Biondi, 2013).

The important quadratic equation example

The direct quadratic formula solution equation 2
explicitly and directly outputs the exact roots (for all
values of a, b, and ¢) when the roots are real and dis-
tinct, a real double root, and imaginary and complex
roots. The quadratic equation and quadratic solution
provide a very simple and insightful example. How would
a search algorithm know after a double root is found that
it is the only root and not to keep looking and searching
forever for a second, nonexistent, root? How would a
search algorithm know to search for only real or for real
and complex roots? How would a search algorithm ac-
curately locate an irrational root such as /3 = 1.732. . .,
as x = (—b+ vb*> - 4ac)/2a would directly and pre-
cisely and immediately produce? Indirect methods such
as model matching and seeking and searching and deter-
mining roots as in equation 3 are ad hoc and do not de-
rive from a firm framework and foundation and never
provide the confidence that we (the seismic industry)
are actually solving the problem of interest.

What is the point in discussing the quadratic
formula? And what is the practical big deal
about a direct solution?

How can this example and discussion of the quadratic
equation possibly be relevant to exploration seismology?
Please imagine for a moment that equation 1 ax® + bx +
¢ = 0 was an equation whose inverse and solution for x
given by equation 2 x = (=b + Vb* — dac)/2a had seis-
mic exploration drill location prediction consequence.
And furthermore, suppose that this direct solution for
« did not lead to successful and/or improved drilling de-
cisions. Under the latter circumstance, we (the seismic
industry) could not blame or question the method of sol-
ution of equation 1 because equation 2 is direct and un-
questionably solving equation 1. If equation 2 was not
producing useful and beneficial results, we know that
our starting equation 1 is the issue, and we have identified
the problem. The problem we thought we need to solve
(equation 1) is not the problem we need to solve. In con-
trast with equation 3, an indirect method, any lack of drill-
ing prediction improvement and added value or other
negative exploration consequences could be due to either
the equation you are seeking to invert and/or the bound-
less, unlimited selection, and the plethora of indirect
methods using either partial or full recorded wavefields.

That lack of clarity and definitiveness within indirect
methods obfuscates the underlying issue and makes
identification of the problem (and what is behind a seis-
mic challenge) considerably more difficult to identify
and to define. Indirect methods with search engines,
such as equation 3, lead to “workshops” for solving equa-
tion 1 and grasping at mega high-performance computing
(HPC) straws (and capital expenditure investment for
buildings full of HPC) that are required to search, seek,
and locate “solutions.” The more HPC we invest in, and
is required, the more we are literally “buying-in,” and as
stake-holders, we become committed and therefore con-
vinced of the unquestioned validity of the starting point
and our indirect thinking and methodology.

Therefore, beyond the benefit of a direct method,
such as equation 2 providing assurance that we are ac-
tually solving the problem of interest (equation 1), there
is the unique problem location and identification benefit
of a direct inverse when a seismic analysis, processing,
and interpretation produces unsatisfactory E&P results.

To bring this (quadratic equation example) closer to
the seismic experience, please imagine hypothetically
that we are not satisfied (in terms of improved drill
location and success rate) with a direct inverse of the
elastic-isotropic equation for amplitude analysis. Be-
cause we were using a direct inversion solution, we
know we need to go to a different starting point, perhaps
with a more complete and realistic model of wave propa-
gation because we can exclude the direct inverse solu-
tion method as the problem and issue. That is an
example of determining that a problem of interest is
not the same problem we need to be interested in.

How to distinguish between the “problem
of interest” and the problem we need to be
interested in

Direct inverse methods provide value for knowing
that you have actually solved the problem of interest.
Furthermore, with direct inverse solutions, there is the
enormous additional value of determining whether our
starting point, the problem of interest, is in fact the prob-
lem we need to be interested in.

Scattering theory and the forward and inverse
scattering series: The basis of direct inversion
theory and algorithms

Scattering theory is a form of perturbation theory. It
provides a direct inversion method for all seismic
processing objectives realized by a distinct isolated task
subseries of the inverse scattering series (ISS) (Weglein
et al., 2003). Each term in the ISS (and the distinct and
specific collection of terms that achieve different spe-
cific inversion associated tasks) is computable (1) di-
rectly and (2) in terms of recorded reflection data and
without any subsurface information known, estimated,
or determined before, during, or after the task is per-
formed and the specific processing objective is achieved.
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For certain distinct tasks, and subseries, e.g., free-sur-
face multiple elimination and internal multiple attenua-
tion, the algorithms not only do not require subsurface
information but in addition possess the absolutely re-
markable property of being independent of the earth
model type (Weglein et al, 2003). That is, the distinct
ISS free-surface and internal multiple algorithms are
unchanged, without a single line of code having the
slightest change for acoustic, elastic, anisotropic, and
anelastic earth models (Weglein et al., 2003; Wu and We-
glein, 2014). For those who subscribe to indirect inver-
sion methods as, e.g., the “be-all and end-all” of inversion
with various model matching approaches, it would be
a useful exercise for them to consider how they would
formulate a model-type-independent model-matching
scheme for free-surface and internal multiple removal. It
is not conceivable, let alone realizable, to have a model-
type-independent model matching scheme.

For the specific topic and focus of this paper, the in-
version task of parameter estimation, there is an obvious
need to specify the model type and what parameters are
to be determined. Hence, it is for that parameter estima-
tion/medium property objective, and that model-type-
specific ISS subseries, that the difference between the
problem of interest and the problem that we need to
be interested in, is relevant, central, and significant. Only
direct inversion methods for earth mechanical properties
provide that assumed earth model-type evaluation,
clarity, and distinction.

The basic operator identity that relates a change in
a medium and the change in the wavefield

A direct inverse solution for parameter estimation can
be derived from an operator identity that relates the
change in a medium’s properties and the commensurate
change in the wavefield. That operator identity is general
and can accommodate any seismic model type, for exam-
ple, acoustic, elastic, anisotropic, heterogeneous, and
anelastic earth models. That operator identity can be
the starting point and basis of (1) perturbative scatter-
ing-theory modeling methods and (2) a firm and solid
math-physics foundation and framework for direct in-
verse methods.

Theory

Let us consider an energy source that generates a
wave in a medium with prescribed properties. With the
same energy source, let us consider a change in the
medium and the resulting change in the wavefield in-
side and outside the medium. Scattering theory is a
form of perturbation theory that relates a change (or
perturbation) in a medium to a corresponding change
(or perturbation) in the original wavefield. When the
medium changes, the resulting wavefield changes.
The direct inverse solution (Weglein et al., 2003; Zhang,
2006) for determining earth mechanical properties is
derived from the operator identity that relates the
change in a medium’s properties and the commensurate
change in the wavefield within and exterior to the

medium. Let Ly, L, Gy, and G be the differential oper-
ators and Green'’s functions for the reference and actual
media, respectively, that satisfy

LyGy=6 and LG =35, @

where § is a Dirac delta function. I define the perturbation
operator V and the scattered wavefield y, as follows:

V=Ly-L and y,=G-G,. 5)

The operator identity
The relationship (called the Lippmann-Schwinger or
scattering theory equation)

G =G+ G)VG 6)
is an operator identity that follows from
L7 =Lt + L' (Ly - L)LY, (@]
and the definitions of L, L, and V.

Direct forward series and direct inverse series
The operator identity equation 6 (for a fixed-source
function) is the exact relationship between changes in
amedium and changes in the wavefield; it is a relationship
between those quantities and not a solution. However,
the operator identity equation 6 can be solved for G as

G =(1-G,V)'G,, 8)
and expanded as
G =Gy + GVGy + GyVG VGy+ - . (©)]

The forward modeling of the wavefield G from equation 9
for a medium described by L is given in terms of the two
parts of L, that is, L, and V. The differential operator L,
enters through Gy, and V enters as V itself. Equation 9
communicates that modeling using scattering theory re-
quires a complete and detailed knowledge of the earth
model type and medium properties within the model type.
Equation 9 communicates that any change in medium
properties, V, will lead to a change in the wavefield, G —
G that is always nonlinearly related to the medium prop-
erty change, V. Equation 9 is called the Born or Neumann
series in the scattering theory literature (see, e.g., Taylor,
1972). Equation 9 has the form of a generalized geometric
series

G—G(,=S=ar+ar2+~~-=% forlr|<l,  (10)
where I identify @ = G and r = VG, in equation 9, and
S=8,+8+8+ -, ay

where the portion of S that is linear, quadratic, ... inris
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S, =ar,
Sz — 0,1‘3, (12)
and the sum is
S= l“_rr, for || < 1. (13)

Solving equation 13 for r, in terms of S/a produces the
inverse geometric series

=1 i‘/;/a =S/a~(S/a)* + (S/a)*+ ---
=Ti+ry Tyt e, when|S/al <1, )

where 7, is the portion of r that is nth order in S/a.
When S is a geometric power series in r, then r is a geo-
metric power series in S. The former is the forward
series, and the latter is the inverse series. That is exactly
what the inverse series represents: the inverse geometric
series of the forward series equation 9. This is the sim-
plest prototype of an inverse series for r, i.e., the inverse
of the forward geometric series for S.

For the seismic inverse problem, I associate S with
the measured data (see, e.g., Weglein et al., 2003)

S = (G- Gy),, = Data, @5)

and the forward and inverse series follow from treating
the forward solution as S in terms of V, and the inverse
solution as V in terms of S (where S corresponds to the
measured values of G — G;). The inverse series is the
analog of equation 14, where 7,75, ... are replaced
with V,V,, ...

V=Vi+ Vo4 Vot oo, (16)

where V,, is the portion of V that is nth order in the mea-
sured data D. Equation 9 is the forward-scattering
series, and equation 16 is the ISS. The identity (equa-
tion 6) provides a generalized geometric forward series,
a very special case of a Taylor series. A Taylor series of
a function S(r)

s)=50)+5 0+ 0.
and s('):S(T)-3(0)=S'(0)r+su(g)'2+-~-, an
whereas the geometric series is
S(T)—ﬂg)’=ar+ar2+“.. as)

a

The Taylor series equation 17 reduces to the special
case of a geometric series equation 18 if

$7(0)

S(0) =8'(0) =

—.=a. (19)

The geometric series equation 18 has an inverse
series, whereas the Taylor series equation 17 does not.
In general, a Taylor series does not have an inverse
series. That is the reason that inversionists committed
to a Taylor series starting point adopt the indirect linear
updating approach, where a linear approximate Taylor
series is inverted. They attempt through updating to
make the linear form an ever more accurate approxi-
mate — and its premise and justification is entirely
indirect and hence ad hoc — in the sense that some
sort of iterative linear updating of a reference medium
and model matching seek to satisfy a property that a
solution might “reasonably” satisfy.

The relationship 9 provides a geometric forward
series that honors equation 6 in contrast to a truncated
Taylor series that does not.

All conventional current mainstream parameter esti-
mation inversion, including iterative linear inversion,
AVO, and FWI, are based on a forward Taylor series de-
scription of given data (where the chosen data can often
be fundamentally and intrinsically inadequate from a di-
rect inversion perspective), that do not honor and remain
consistent with the identity equation 9.

Solving a forward problem in an inverse sense is
not the same as solving an inverse problem directly

I will show that, in general, solving a forward prob-
lem in an inverse sense is not the same as solving an
inverse problem directly. The exception is when the ex-
act direct inverse is linear, as for example, in the theory
of wave-equation migration (see, e.g., Claerbout, 1971;
Stolt, 1978; Stolt and Weglein, 2012; Weglein et al., 2016).
For wave-equation migration, given a velocity model, the
migration and structure map output is a linear function
of the input recorded reflection data.

To explain the latter statement, if I assume S = ar (i
e., that there is an exact linear forward relationship be-
tween S and r), then r = S/a is solving the inverse prob-
lem directly. In that case, solving the forward problem in
an inverse sense is the same as solving the inverse prob-
lem directly; i.e., it provides a direct inverse solution.

However, if the forward exact relationship is nonlin-
ear, for example,

S, =ar+ar’*+ .- 4ar",

S,—ar—ar*~ ... —ar" =0, (20)

and solving the forward problem 20 in an inverse sense
for » will have n roots, ry, 7y, ...,7,. As n = o0, the
number of roots = co0. However, from the direct nonlin-
ear forward problem S = ar/(1 — r), I found that the di-
rect inverse solution » = S/(a + S) has one real root.
This discussion above provides an extremely simple,
transparent, and compelling illustration of how solving a
forward problem in an inverse sense is not the same as
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solving the inverse problem directly when there is a non-
linear forward and nonlinear inverse problem. The differ-
ence between solving a forward problem in an inverse
sense (e.g., using equation 9 to solve for V) and solving
an inverse problem directly (e.g., equations 21-23) is
much more serious, substantive, and practically signifi-
cant the further I move away from a scalar single com-
ponent acoustic framework. For example, it is hard to
overstate the differences when examining the direct
and indirect inversion of the elastic heterogeneous wave
equation for earth mechanical properties and the conse-
quences for structural and amplitude analysis and inter-
pretation. This is a central flaw in many inverse
approaches, including AVO and FWI (see Weglein, 2013).

The expansion of V in equation 16, in terms of G, and
D = (G - Gy),,, the ISS (Weglein et al., 2003) can be
obtained as

GyV1Gy =D, 21
GoV2Gy = —GyV1Gy V1 Gy, (22)

G V3G = = GoV1Gy VG V1 Gy
= GoV1GoV2Go — Go VG V1 Gy,

@3

To illustrate how to solve equations 21-23, for Vy, V,,
and V', consider the marine case with L, corresponding
to ahomogeneous reference medium of water. Here, G,
is the Green’s function for propagation in water; D is the
data measured, for example, with towed streamer ac-
quisition; G is the total field that the hydrophone
receiver records on the measurement surface; and G,
is the field that the reference wave (due to L;) would
record at the receiver. The differential operator V then
represents the difference between earth properties L
and water properties L. The solution for V is found us-

ing
V=Vi+ Vot Vyt oo, (24)

where V, is the portion of V that is nth order in the data
D. Substituting equation 24 into the forward series equa-
tion 9, then evaluating equation 9 on the measurement
surface and setting terms that are equal order in the
data equal, I find equations 21-23. Solving equation 21
for V, involves the data D and G, (water-speed propa-
gator) and solving for V| is analytic, and corresponds to
a prestack water-speed Stolt f~k migration of the data D.

Hence, solving for V, involves an analytic water-
speed f-k migration of data D. Solving for V, from equa-
tion 22 involves the same water-speed analytic Stolt f-k
migration of —-G,V,G,V,Gy, a quantity that depends on
V, and G, where V| depends on data and water speed
and G, is the water-speed Green's function. Each term
in the series produces V,, as an analytic Stolt f-k migra-
tion of a new “effective data,” where the effective data,

the right side of equations 21-23, are multiplicative
combinations of factors that only depend on the data D
and Gy. Hence, every term in the ISS is directly com-
puted in terms of data and water speed. That is the di-
rect nonlinear inverse solution.

There are closed-form inverse solutions for a 1D
earth and a normal incident plane wave (see, e.g., Ware
and Aki, 1969), but the ISS is the only direct inverse
method for a multidimensional subsurface.

The ISS provides a direct method for obtaining the
subsurface properties contained within the differential
operator L, by inverting the series order-by-order to
solve for the perturbation operator V, using only the
measured data D and a reference Green’s function G,
for any assumed earth model type. Equations 21-23
provide V in terms of V,,V,, ..., and each of the V;
is computable directly in terms of D and G,. There is
one equation (equation 21) that exactly produces V,,
and V, is the exact portion of V that is linear in the mea-
sured data D. The inverse operation to determine
V1, Vs, Vy, ... is analytic, and it never is updated with
band-limited data D. The band-limited nature of D never
enters an updating process as occurs in iterative linear
inversion, nonlinear AVO, and FWL

The ISS and isolated task subseries

I can imagine that a set of tasks needs to be achieved
to determine the subsurface properties V from re-
corded seismic data D. These tasks are achieved within
equations 21-23. The inverse tasks (and processing ob-
jectives) that are within a direct inverse solution are
(1) free-surface multiple removal, (2) internal multiple
removal, (3) depth imaging, (4) Q compensation with-
out Q, and (5) nonlinear direct parameter estimation.
Each of these five tasks has its own task-specific subs-
eries from the ISS for V,,V,, ..., and each of those
tasks is achievable directly and without subsurface in-
formation (see, e.g., Weglein et al., 2003, 2012; Innanen
and Lira, 2010). In Appendix A, I review the details of
equations 21-23 for a 2D heterogeneous isotropic elas-
tic medium.

Direct inverse and indirect inverse

Because iterative linear inversion is the concept and
thinking behind many inverse approaches, I determined
to make explicit the difference between that approach
and a direct inverse method. The direct 2D elastic iso-
tropic inverse solution described in Appendix A is not
iterative linear inversion. Iterative linear inversion
starts with equation 21. In that approach, I solve for V;
and then change the reference medium iteratively. The
new differential operator L; and the new reference
medium G| satisfy

L)=Ly-V, and L|G|=06. (25)

In the indirect iterative linear approach, all steps basi-
cally relate to the linear relationship equation 21 with a
new reference background medium, with differential
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operator Lj and a new reference Green's function G,
where in terms of the new updated reference L; equa-
tion 21 becomes

GoViGg =D' = (G = Gp) s (26)

where V| is the portion of V linear in data (G - G),,,-
We can continue to update L and G, and we hope that
the indirect procedure is solving for the perturbation
operator V. In contrast, the direct inverse solution
(equations 16 and A-6) calls for a single unchanged
reference medium for computing V,,V,, .... For a
homogeneous reference medium, V,,V,, ... are each
obtained by a single unchanged analytic inverse. We re-
mind ourselves that the inverse to find V, from data is
the same exact unchanged analytic inverse operation to
find V,,Vy, ... from equations 21, 22, ..., which is
completely distinct and different from equations 25
and 26 and higher iterates.

For ISS direct inversion, there are no numerical in-
verses, no generalized inverses, no inverses of matrices
that are computed from and contain noisy band-limited
data. The latter issue is terribly troublesome and diffi-
cult and is a serious practical problem, which does not
exist or occur with direct ISS methods. The inverse of
operators that contain and depend on band-limited
noisy data is a central and intrinsic characteristic and
practical pitfall of indirect methods, model matching,
updating, and iterative linear inverse approaches (e.g.,
AVO and FWI).

Are there any circumstances in which the indirect
iterative linear inversion and the direct ISS
parameter estimation would be equivalent?

Are there any circumstances in which the ISS direct
parameter inversion subseries would be equivalent
to and correspond to the indirect iterative linear ap-
proach? Let us consider the simplest acoustic single-
reflector model and a normal incident plane-wave
reflection data experiment with ideal full band-width
perfect data. Let the upper half-space have velocity ¢,
and the lower half-space have velocity ¢, and then
analyze these two methods (direct ISS parameter esti-
mation and indirect iterative linear inversion) to use the
reflected data event to determine the velocity of the
lower half-space, ¢,. Yang and Weglein (2015) examine
and analyze this problem and compare the results of the
direct ISS method and the indirect iterative linear inver-
sion. They show that the direct ISS inversion to estimate
¢, converged to ¢, under all circumstances and all val-
ues of ¢; and ¢;. In contrast, the indirect linear iterative
inversion had a limited range of values of ¢, and ¢;
where it converged to ¢,, and in that range, it converged
much slower than the direct ISS parameter estimation
for ¢,. The iterative linear inverse simply shut down and
failed when the reflection coefficient R was greater than
1/4 (see Appendix B and Yang, 2014).

The direct ISS parameter estimation method con-
verged to ¢, for any value of the reflection coefficient

R. Hence, under the simplest possible circumstance,
and providing the iterative linear method with an ana-
lytic Fréchet derivative, as a courtesy from and a gift
delivered to the linear iterative from the ISS direct in-
version method, the ranges of usefulness, validity, and
relative effectiveness were never equivalent or compa-
rable. With band-limited data and more complex earth
models (e.g., elastic multiparameter), this gap in the
range of validity, usefulness, and effectiveness will nec-
essarily widen (see Zhang, 2006; Weglein, 2013). The
indirect iterative linear inversion and the direct ISS
parameter-estimation method are never equivalent, and
there are absolutely no simple or complicated circum-
stances in which they are equally effective. The distinct
ISS free-surface-multiple elimination subseries and inter-
nal-multiple attenuation subseries are not only not depen-
dent on subsurface properties, but they are precisely the
same unchanged algorithms for any earth model type.
There was an earlier time when free-surface multi-
ples were modeled and subtracted. Multiple-removal
methods have moved on. Parameter-estimation meth-
ods continue to be firmly connected to model matching
and subtraction. That stark and immense difference
between iterative linear updating model matching and
the direct inversion inverse scattering methods is an
essential point to consider and comprehend for those in-
terested in understanding these methodologies and their
seismic processing and interpretation consequences and
value. It is not conceivable to even formulate an iterative
linear model matching method that is not dependent on a
specified model type — let alone to compare it with ISS
model-type-independent algorithms.

Direct ISS parameter inversion: A time-lapse
application

The direct inverse ISS elastic parameter estimation
method (equation A-6) was successfully applied (Zhang
etal, 2006) in a time-lapse sense to discriminate between
pressure and fluid saturation changes. Traditional time-
lapse estimation methods were unable to predict and
match that direct inversion ISS discrimination.

Further substantive differences between iterative
linear model matching inversion and direct
inversion from the Lippmann-Schwinger
equation and the ISS

The difference between iterative linear and the direct
inverse of equation A-6 is much more substantive and
serious than merely a different way to solve G,V ,G, =
D (equation 21), for V,. If equation 21 is someone’s en-
tire basic theory, you can mistakenly think that

D = GoViTGy @
is sufficient to update (generalizing equations 25 and 26)

e @8)
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Please note that "indicates that variables are transformed
to PS space. This step loses contact with and violates the
basic operator identity G = G, + G,VG for the elastic
wave equation. The fundamental identity G = G, +
Gy VG for the elastic wave equation is a nonlinear multi-
plicative matrix relationship. For the forward and inverse
series, the input and output variables are matrices. The
inverse solution for a change in an earth mechanical
property has a nonlinear coupled dependence on all
the data components

=

in 2D and the P, SH, SV 3 x 3 generalization in 3D (Stolt
and Weglein, 2012, chapter 7).

A unique expansion of VG in orders of measure-
ment values of (G — Gy) is

VGy = (VGy), + (VGo)p+ --- . (30)

The scattering-theory equation allows that forward
series form the opportunity to find a direct inverse sol-
ution. Substituting equation 30 into equation 9 and set-
ting the terms of equal order in the data to be equal, I
have D = G,V,G,;, where the higher order terms are
Vy,Va, ..., as given in Weglein et al. (2003, p. R33, equa-
tions 7-14).

For the elastic equation, V is a matrix and the rela-
tionship between the data and V, is

D DM\ (GE 0\ (VP VIS\/GE 0
p* ps)=\o e )\v* vs)lo 6)

e
-G E -
V= (}ﬁﬁfﬁ Kﬁ) @3)
V=V + Vot oo, (34)

where V), V, are linear, quadratic contributions to V in
terms of the data

D= (gﬁi g::) (35)

The changes in elastic properties and density are
contained in

VPP pPs
V=(VSP Vss)v (36)

and that leads to direct and explicit solutions for the
changes in mechanical properties in orders of the data

_ (D" DFs
D—(Dsp DSb) 37
ar_ (ﬂ) +(ﬂ) o (38)
4 v/ Y /2
ﬂ:(%) +(ﬂ)+, (39)
H K/ B /2
2o (8) f ()i w0
P p/1 \p )2

where y, u, and p are the bulk modulus, shear modulus,
and density, respectively.

The ability of the forward series to have a direct in-
verse series derives from (1) the identity among G, Gy,
and V provided by the scattering equation and then
(2) the recognition that the forward solution can be
viewed as a geometric series for the data D, in terms
of VG,. The latter derives the direct inverse series
for VG, in terms of the data.

Viewing the forward problem and series as the Tay-
lor series

D(m):D(mg)+D’(m)Am+%Am2+m, 41

in which the derivatives are Fréchet derivatives, in
terms of Am, does not offer a direct inverse series,
and hence there is no choice but to solve the forward
series in an inverse sense. It is that fact that results in all
current AVO and FWI methods being modeling methods
that are solved in an inverse sense. Among references
that solve a forward problem in an inverse sense in P-
wave AVO are Clayton and Stolt (1981), Shuey (1985),
Stolt and Weglein (1985), Boyse and Keller (1986), Stolt
(1989), Beylkin and Burridge (1990), Castagna and
Smith (1994), Goodway et al. (1997), Burridge et al.
(1998), Smith and Gidlow (2000), Foster et al. (2010),
and Goodway (2010). The intervention of the explicit
relationship among G, G, and V (the scattering equa-
tion) in a Taylor series-like form produces a geometric
series and a direct inverse solution.
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The linear equations are

(5= B=)- (T &) (% W)(T &)

(42)

D = GROPPEE, “)
D' = GRS, “h
= G3Prel, (5)

DS = 63063, e

b"v(kg,o;—kg,o;w);; (1_5) 0 (2,)

1 k2 ~(1) po -(1]
—Z(l+u—§)a, (2 + o 2 (2. (4D

i)PS("gs’lg) = _l (’ﬁ

g\ -1y
1 "g+'7g)aﬂ ( Vg ’lg)

k -
g(ugm)( . ,,g) i (vy-n). (49)

=g 1/k, k,\.
DbP(Vg,ﬂg) =1 (f*’,’l) a/(’l)(“’g"'”g)
]

2 k;
+gp_a(:2k9(yg+ﬂg)(l__”g) (]](_“g —1g), and  (49)

- 2
5 teym) = (1-2)a" -2,

my+ky 2k ).
e _n%+k§]a" (=2n,), (50)

where aﬁ” a,(.” and a,(,” are the linear estimates of the
changes in bulk modulus, shear modulus, and density,
respectively. Here, k, is the Fourier conjugate to the
receiver position x, and v, and #, are the vertical wave-
numbers for the P- and S-reference waves, respectively,
where

o’
k= = 1)
nf,+k§ 5 (52)

<

and a; and f, are the P- and S-velocities in the reference
medium, respectively. The direct quadratic nonlinear
equations are

(c‘;g 0 )(Vg" V‘;S) ((‘;5 0 )
o a5/\or o)\ o &

(7 a) G om) (7 3) G o2) (3 )
0 G\ s/ @/ \irvs/\o 65/

(53)

GyVEPGY = ~GoVITGL VTGl - Go VTGSV G, (54)

GOVESGE = ~GIVI"GIVI®G) - GIVISGIVISGY, (55)

GIVEPGY = ~GEVIT GV Gy - GRVSGIVITG, (56)

GG, = ~GIVTTGIVISG] - GIVISGIVISGT. (57

Because V¥ relates to D'F, V}® relates to D*®, and so
on, the four components of the data will be coupled in
the nonlinear elastic inversion. I cannot perform the di-
rect nonlinear inversion without knowing all compo-
nents of the data. Thus, the direct nonlinear solution
determines the data needed for a direct inverse. That,
in turn, defines what a linear estimate means. That is, a
linear estimate of a parameter is an estimate of a param-
eter that is linear in data that can directly invert for that
parameter. Because DY, D¥S| DSP| and DSS are needed
to determine a,, a,, and a, directly, a linear estimate for
any one of these quantities requires simultaneously
solving equations 47-50 (for further details, see, e.g.,
Weglein et al., 2009).

Those direct nonlinear formulas are like the direct
solution for the quadratic equation mentioned above
and solve directly and nonlinearly for changes in the
velocities, a, #, and the density p in a 1D elastic earth.
Stolt and Weglein (2012) present the linear equations
for a 3D earth that generalize equations 47-50. Those
formulas prescribe precisely what data you need as in-
put, and they dictate how to compute those sought-after
mechanical properties, given the necessary data. There
is no search or cost function, and the unambiguous
and unequivocal data needed are full-multicomponent
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data — PP, PS, SP, and SS — for all traces in each of
the P- and S-shot records. The direct algorithm deter-
mines first the data needed and then the appropriate al-
gorithms for using those data to directly compute the
sought-atter changes in the earth’'s mechanical proper-
ties. Hence, any method that calls itself inversion (let
alone full-wave inversion) for determining changes in
elastic properties, and in particular, the P-wave velocity
a, and that inputs only P-data, is more off base, mis-
guided, and lost than the methods that sought two or
more functions of depth from a single trace. You can
model-match P-data ad nauseum, which takes a lot of
computational effort and people with advanced degrees
in math and physics computing Fréchet derivatives, and
it requires sophisticated Lp-norm cost functions and lo-
cal or global search engines, so it must be reasonable,
scientific, and worthwhile. Why can I not use just PP-
data to invert for changes in Vp, Vg, and density because
Zoeppritz says that I can model PP from those quantities
and because I have, using PP-data with angle variation,
enough dimension? As stated above, data dimension is
good, but it is not good enough for a direct inversion
of those elastic properties.

Adopting equations 27 and 28 as in AVO and FWI,
there is a violation of the fundamental relationship
between changes in a medium and changes in a wave-
field, G = Gy, + G,VG, which is as serious as considering
problems involving a right triangle and violating the
Pythagorean theorem. That is, iteratively updating PP
data with an elastic model violates the basic relationship
between changes in a medium V and changes in the
wavefield G — G, for the simplest elastic earth model.

This direct inverse method for parameter estimation
provides a platform for amplitude analysis and a solid
framework and direct methodology for the goals and
objectives of indirect methods such as AVO and FWL
A direct method for the purposes of amplitude analysis
provides a method that derives from, respects, and hon-
ors the fundamental identity and relationship G = G+
G, VG. Iteratively inverting multicomponent data has
the correct data, but it does not correspond to a direct
inverse algorithm. To honor G = G;, + G,V G, you need
the data and the algorithm that the direct inverse pre-
scribes. Not recognizing the message that an operator
identity and the elastic wave equation unequivocally
communicate is a fund; ital and significant contribu-
tion to the gap in effectiveness in current AVO and FWI
methods and application (equation A-6). This analysis
generalizes to 3D with P, SH, and SV data.

The role of direct and indirect methods

There is a role for direct and indirect methods in
practical real-world applications. In our view, indirect
methods are to be called upon for recognizing that the
world is more complicated than the physics that we as-
sume in our models and methods. For the part of the
world that you are capturing in your model and physics,
nothing compares to direct methods for clarity and ef-
fectiveness. An optimal indirect method would seek to

satisfy a cost function that derives from a property of
the direct method. In that way, the indirect and direct
methods would be aligned, consistent, and cooperative
for accommodating the part of the world described by
your physical model (with a direct inverse method) and
the part that is outside (with an indirect method).

The indirect method of model matching primaries
and multiples (so-called FWI)

All model matching inverse approaches are indirect
methods. Iterative linear inversion model matching is
an indirect search methodology, which is ad hoc and
without a firm and solid foundation and theoretical and
conceptual framework. Nevertheless, we can imagine
and understand that model matching primaries and
multiples, rather than only primaries, could improve
upon matching only primaries. However, model match-
ing primaries and multiples remains ad hoc and indirect
and is always on much shakier footing than direct inver-
sion for the same inversion goals and objectives. Direct
ISS inversion for parameter estimation only requires
and inputs primaries.

For all multidimensional seismic applications, the
only direct inverse solution is provided by the operator
identity equation 6 and is in the form of a series of equa-
tions 21-23, the ISS (Weglein et al., 2003). It can achieve
all processing objectives within a single framework and
a single set of equations 21-23 without requiring any
subsurface information. There are distinct isolated-task
inverse scattering subseries derived from the ISS, which
can perform free-surface multiple removal (Carvalho
et al,, 1992; Weglein et al, 1997), internal multiple re-
moval (Aragjo et al, 1994; Weglein et al., 2003), depth
imaging (e.g., Shaw, 2005; Liu, 2006; Weglein et al., 2012),
parameter estimation (Zhang, 2006; Li, 2011; Liang, 2013;
Yang and Weglein, 2015), and Q compensation without
needing, estimating, or determining @ (Innanen and We-
glein, 2007; Lira, 2009; Innanen and Lira, 2010), and each
achieves its objective directly and without subsurface in-
formation. The direct inverse solution (e.g., Weglein et al.,
2003, 2009) provides a framework and a firm math-
physics foundation that unambiguously defines the data
requirements and the distinct algorithms to perform each
and every associated task within the inverse problem,
directly and without subsurface information.

Having an ad hoc, indirect method as the starting
point places a cloud over issue identification when less-
than-satisfactory results arise with field data. In addi-
tion, we saw that direct inversion parameter estimation
has a significantly lower dependence on the low-fre-
quency data components in comparison with indirect
methods such as nonlinear AVO and FWL

Only a direct solution can provide algorithmic clarity,
confidence, and effectiveness. The current industry-stan-
dard AVO and FWI, using variants of model-matching
and iterative linear inverse, are indirect methods, and
iteratively linearly updating P data or multicomponent
data (with or without multiples) does not correspond
to, and will not produce, a direct solution.
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All direct inverse methods for structural
determination and amplitude analysis
require only primaries

In Weglein (2016), the role of primaries and multiples
in imaging is examined and analyzed. The most capable
and interpretable migration method derives from pre-
dicting a source and receiver experiment at depth.
For data consisting of primaries and multiples, a dis-
continuous velocity model is needed to achieve that pre-
dicted experiment at depth. With that discontinuous
velocity model, free-surface and internal multiples play
no role in the migration and the exact same image results
with or without multiples (see Weglein, 2016). For a
smooth velocity model, multiples will result in false and
misleading images and must be removed before the mi-
gration and migration-inversion of primaries.

In Weglein et al. (2003), ISS direct depth imaging
(without a velocity model or subsurface information)
removes free-surface and internal multiples prior to the
distinct subseries that input primaries and perform depth
imaging and amplitude analysis, respectively, each di-
rectly and without subsurface information and only us-
ing and requiring primaries.

Hence, all direct inversion methods, those with and
those without subsurface/velocity information, require
only primaries for complete structural determination
and amplitude analysis. Methods that seek to use multi-
ples to address issues from less than a complete acquis-
ition of primaries are seeking an appropriate image of
an unrecorded primary.

Indirect methods are ad hoc without a clear or firm
math-physics foundation and framework, and they start
without knowing whether “the indirect solution” is in
fact a solution. A more complete or fuller data set being
matched between model data and field data, each with
primaries and multiples, could at times improve upon
matching only primaries, but the entire approach is indi-
rect and ad hoc with or without multiples, and it lacks
the benefits of a direct method. With indirect methods,
there is no framework and theory to rely on, and no con-
fidence that a solution is forthcoming under any circum-
stances.

If I seek the parameters of an elastic heterogeneous
isotropic subsurface, then the differential operator in
the operator identity is the differential operator that
occurs in the elastic, heterogeneous, isotropic wave equa-
tion. From 40 years of AVO and amplitude analysis appli-
cation in the petroleum industry, the elastic isotropic
model is the baseline minimally realistic and acceptable
earth model type for amplitude analysis, for example, for
AVO and FWL Then, taking the operator identity (called
the Lippmann-Schwinger, or scattering theory, equation)
for the elastic-wave equation, I can obtain a direct inverse
solution for the changes in the elastic properties and
density. The direct inverse solution specifies the data re-
quired and the algorithm to achieve a direct parameter
estimation solution. In this paper, I explain how this
methodology differs from all current AVO and FWI meth-
ods, which are, in fact, forms of model matching. Multi-

component data consisting of only primaries are needed
for a direct inverse solution for subsurface properties.
This paper focuses on one specific inverse task, param-
eter estimation, within the overall and broader set of in-
version objectives and tasks. Furthermore, the impact of
band-limited data and noise are discussed and compared
for the direct ISS parameter estimation and indirect (AVO
and FWI) inversion methods.

In this paper, I focused on analyzing and examining
the direct inverse solution that the ISS inversion subs-
eries provides for parameter estimation. The distinct
issues of (1) data requirements, (2) model type, and (3) in-
version algorithm for the direct inverse are all important
(Weglein, 2015b). For an elastic heterogeneous medium,
I show that the direct inverse requires multicomponent/
PS (P- and Scomponent) data and prescribes how that
data are used for a direct parameter estimation solution
(Zhang and Weglein, 2006).

Conclusion

In this paper, I describe, illustrate, and analyze the
considerable conceptual, substantive, and practical ben-
efit and added value that a direct parameter inversion
from the ISS provides in comparison with all current
indirect inverse methods (e.g., AVO and FWI) for ampli-
tude analysis goals and objectives. A direct method pro-
vides (1) a solution that we (the seismic industry) can
have confidence that it is in fact solving the defined prob-
lem of interest and (2) in addition, when the method does
not improve the drilling decisions, then we know that the
issue is that the problem of interest is not the problem
that we need to be interested in. On the other hand, indi-
rect methods such as AVO and FWI have a plethora of
approaches and paths, and when less-than-satisfactory
results occur, we do not know whether the issue is the
chosen problem of interest or the choice among innu-
merable indirect solutions, or both.

All scientific methods make assumptions — and seis-
mic processing and interpretation methods are no excep-
tion. When the ptions behind seismic methods are
satisfied, the methods are useful and effective and can
support successful drill decisions. When the assumptions
are not satisfied, the methods can have difficulty or can
fail. The latter breakdown can contribute to unsuccessful
ilkinformed drill decisions, dry-hole drilling, or subopti-
mal appraisal and development wells.

The objective of seismic research is to provide new
and effective toolbox capability for processing and in-
terpretation that will improve the drill success rate and
reduce dry-hole and suboptimal drilling decisions. To-
ward that end, the starting point in seismic research is
to identify the outstanding prioritized problems and
challenges that need to be addressed and solved.

The ability to clearly and unambiguously define the
origin and root cause behind seismic issues, problems,
breakdown, and challenges is an ial and critically
important step in designing and executing a strategy to
provide new and more capable methods to the seismic
processing and interpretation toolbox.

B e A 99

76



Downloaded 08/19/17 to 129.7.154.18. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

Direct inversion methods can provide that problem
definition and clarity. They are also unique in providing
the confidence that the problem of interest is actually
being addressed. For ISS parameter estimation, al-
though the recorded data are of course band limited,
the band-limited data are never used to compute the up-
dated inverse operator for the next iterated linear step
because the inverse operator is fixed and analytic for
every term in the ISS. That is one of several important
and substantive differences pointed out in this paper
between the direct inverse ISS parameter estimation
method and all indirect inversion methods, e.g., AVO
and FWL I provide an explicit analytic example and com-
parison between direct ISS parameter estimation and the
indirect linear updating model matching concepts behind
AVO and FWL

All seismic processing methods depend on the ampli-
tude and phase of seismic data. Different processing
methods that seek to achieve a certain specific process-
ing goal can have different relative sensitivities to noise
and bandwidth. Amplitude analysis for determining earth
mechanical property changes is one of the most sensi-
tive. Methods that achieve seismic goals as a sequence
of separate intermediate steps have a natural advantage
over methods that seek to combine goals. Achieving an
intermediate, easier goal that is less demanding can sig-
nificantly enhance the ability to achieve the subsequent
more demanding seismic processing objectives. The indi-
rect methods that seek to locate structure and identify
changes in earth mechanical properties at once have a
terrible dependence on missing low-frequency data.
However, if I first locate a structure by wave-equation
migration (a process that is insensitive to missing low
frequency data), then in principle, I can determine the
earth mechanical property changes with a single fre-
quency within the bandwidth. The ISS direct amplitude
analysis method described, exemplified, tested, and
compared in this paper assumes that a set of less-daunt-
ing seismic processing tasks, using an ISS task specific
subseries, has been achieved (e.g., multiple removal,
depth imaging) before this task is undertaken. To have
a fair comparison, the indirect model matching method is
tested with a data with a well-located single reflector,
and hence there are no imaging issues or multiples in
the problem. That allows a pristine, clear, and definitive
comparison of the amplitude analysis — parameter es-
timation function of the prototype direct ISS method and
the corresponding indirect model-matching iterative up-
dating approach. There are important issues of resolu-
tion and illumination, which will impact the results of
this paper, with advances in migration theory and algo-
rithms that avoid all high-frequency approximations in
the imaging principles and wave-propagation models
that can improve resolution and illumination.

Direct and indirect methods can play an important
role and function in seismic processing, in which the for-
mer accommodates and addresses the assumed physics
and the latter provides a channel for real-world phenom-
ena beyond the assumed physics. Both are called for

within a comprehensive and effective seismic processing
and interpretation strategy.
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Appendix A
The operator identity and direct inverse solution for
a 2D heterogeneous isotropic elastic medium
I describe the forward and direct inverse method for
a 2D elastic heterogeneous earth (see Zhang, 2006).
The 2D elastic wave equation for a heterogeneous
isotropic medium (Zhang, 2006) is

P FP
= (') and L 4’.): ) Al
(%) (%)= () @
where u, f, and f, are the displacement and forces in
displacement coordinates and ¢p, ¢, and F¥, FS are the
P- and S-waves and the force components in P- and

S-coordinates, respectively. The operators L and L,
in the actual and reference elastic media are
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and the perturbation V is

V=L,-L
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where the quantities a,=p/py -1, a,=7/yo -1, and
a, = pu/py — 1 are defined in terms of the bulk modulus,
shear modulus, and density (¥, #o, o, 7, #, p) in the
reference and actual media, respectively.

The forward problem is found from the identity equa-
tion 9 and the elastic wave equation A-1 in PS-coordi-
nates as
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and the inverse solution, equations 21-23, for the elastic
equation A-1 is
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where VPP = V¥ 4+ P3P 4 V8P4 ... and any one of the
four matrix elements of V requires the four components

of the data
PP s
(gsp g&) %))

The 3D heterogeneous isotropic elastic generalization
of the above 2D forward and direct inverse elastic iso-
tropic method begins with the linear 3D form found in
Stolt and Weglein (2012, p. 159).

In summary, from equation A-5, D** can be determined
in terms of the four elements of V. The four components
PP PP 5P and 7SS require the four components of D.
That is what the general relationship G = G + G, VG re-
quires; i.e., a direct nonlinear inverse solution is a solution
order-by-order in the four matrix elements of D (in 2D).
The generalization of the forward series equation A-5 and
the inverse series equation A-6 for a direct inversion of an
elastic isotropic heterogeneous medium in 3D involves
the 3x 3 data, D, and V matrices in terms of P, SH,
and SV data and start with the linear G,V,G, = D (Stolt
and Weglein, 2012, p. 179).

Appendix B
Numerical examples for a 1D normal incident wave
on an acoustic medium

Numerical examples for a 1D normal incident wave
on an acoustic medium are shown in this section. First, I
examine and compare the convergence of the ISS direct
inversion and iterative inversion. Second, the rate of
convergence of the ISS inversion subseries is examined
and studied using an analytic example, where the ISS
method converges and the iterative linear method does
not and where both methods converge.

The operator identity for a 1D acoustic medium
For a normal incidence plane wave on a 1D acoustic
medium (where only the velocity is assumed to vary),
the model I consider here consists of two half-spaces
with acoustic velocities ¢, and ¢; and an interface lo-
cated at 2z = a as shown in Figure B-1. If I put the source
and receiver on the surface, z = 0, the pressure wave

D(t) = Ré(t - 2a/cy) ®B1)

will be recorded, where the reflection coefficient
R = (c¢; = ¢y)/(c; + ¢p). For this example, D(t) is the
only input to the direct ISS inverse and the iterative in-
version methods. Because I will assume knowledge of
the velocity in the upper half-space, ¢, the location of
the reflector at 2 = a is not an issue. I will focus on only
determining the change of velocity across the reflector
at 2 = a. The operators L; and L in the reference and
actual acoustic media are

d? @ d’ I
L0=d_22+?;) and L=d?+cTz)‘ (B-2)
and I characterize the velocity perturbation as
2
alz)=1- W"z) (B-3)

The perturbation V (Weglein et al., 2003) can be ex-
pressed as

2 @
VE) =Lo-L= - g = k@ B

where o is the angular frequency and ky = @/c,. The
functions ¢, and ¢(z) are the reference and local acous-
tic velocity, respectively. Therefore, the inverse series
of V (equation 16) becomes

a(z) = a1(2) + ax(2) + a3(2)+ -+ . (B-5)

That is,
Vi=ka, Vi=kia, - . (B-6)
From the ISS (equations 21-23), Shaw and Weglein

(2004) isolate the leading order imaging subseries
and the direct nonlinear inversion subseries.

Incidence wave z

S

G

Figure B-1. A 1D acoustic model with velocities ¢; over ¢;.
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In this section, I will focus on studying the conver-
gence properties of the ISS inversion subseries. The in-
version-only terms isolated from the ISS (Zhang, 2006;
Li, 2011) are

a(z) = @y () - ;d}(2) +16 zr’(z)+ (B-7)

For a 1D normal incidence case, the linear equa-
tion 21 solves for a; in terms of the single trace data
D(t) (Shaw and Weglein, 2004) as

ay(2) = 4 [ * D(z")dz', (B8)

where 2" = ¢,t/2. For a single reflector, inserting data D
(equation B-1) gives

=4RH(z - a), (B9)

where R is the reflection coefficient R = (¢, — ¢y)/(c;+
¢y) and H is the Heaviside function. When z > a, sub-
stituting @; into equation B-7, the ISS direct nonlinear
inversion subseries in terms of R can be written as
(where « is the magnitude of a(z) for z > a)

a=4R—aR2+12133+-~-=4Rf:(n+1)(-1e)". (B-10)

n=0

After solving for a, the inverted velocity ¢(z) can be ob-

tained through ¢, = ¢(1 — a)~*/? (equation B4).
Considering the convergence property of the series for

a or the inversion subseries, I can calculate the ratio test

|+ 2)(=R)™| _
(n+1)(-R)"

A1

(B-11)

n+2 2
a, n+ l
If hm,,_,m[(a,,_l/a,,)| < 1, this subseries converges abso-
lutely. That

. on+1
Rl < s = ®12
Therefore, the ISS direct nonlinear inversion subseries
converges when the reflection coefficient |R| is less than
one, which is always true. Hence, for this example, the
ISS inversion subseries will converge under any velocity
contrasts between the two media.

For the iterative linear inversion, I use the first linear
estimate of a =a} to compute the first estimate of
¢; = c}. Then, I choose the first estimate of ¢, = ¢y(1-
a})™/*=¢} as the new reference velocity, ¢} = c,(1-
a})™'/?, where a} =4R, and R;=(c,-c,)/(c;+cy).
Repeating the linear process with a new reflection coef-
ficient R, (again exploiting the analytic inverse gener-
ously provided by ISS to benefit the iterative linear
inverse approach) gives

—l
Ry=2"% o2 — 4R, and ¢} = c}(1-a?) 2 = &,

¢ +cp N
(B-13)

¢ —ct
Ry =—2, o' = 4R,
+1 s +1 and
c1+cg

A = (1-ap) 2 =c, B-14)

where a} = nth estimate of @, and ¢} = nth estimate of
¢;. The questions are (1) under what conditions does c}
approach ¢;, and (2) when it converges, what is its rate of
convergence?

From the above analysis, I can see that the ISS method
for a always converges and the resulting « can be used to
find ¢,. For the iterative linear inverse, there are values of
ay, such that you cannot compute a real c{‘ When a{ >1
and 4R > 1, R > 1/4 and you cannot compute an up-
dated reference velocity and the method simply shuts
down and fails. The ISS never computes a new reference
and does not suffer that problem, with the series for a
always converging and then outputting ¢,, the correct un-
known velocity below the reflector.

The convergence of the ISS direct inversion and
iterative inversion

In this section, I will examine and compare the con-
vergence property of the ISS inversion (equation B-10)
and the iterative linear inversion for different velocity
contrasts in the 1D acoustic case. In the 1D normal inci-
dent acoustic model (Figure B-1), only one parameter
(velocity) varies and a plane wave propagates into the
medium. There is only a single reflector, and I assume
the velocity is known above the reflector and unknown
below the reflector. I will compare the convergence of
the perturbation a and the inversion results by using the
ISS direct nonlinear method and the iterative linear
method.

With the reference velocity ¢, = 1500m/s, two ana-
Iytic examples with different velocity contrasts for ¢, =
2000 and 3000m/s are examined. Figure B-2 shows
the estimated a by the ISS method (green line) for
¢; = 2000m/s. The red line represents the actual a that
is calculated from the model. The horizontal axis rep-
resents the order of the ISS inversion subseries. The
vertical axis shows the value of a. The updated estima-
tion of a using the iterative inversion method (blue line)
is shown in Figure B-3. The horizontal axis represents
the iteration numbers in the iterative inversion method.
From Figures B-2 and B-3, I can see that at the small
velocity contrast, the estimated a by ISS method be-
comes the actual « after about five orders of calculation
and the updated estimation of @ by the iterative inversion
method goes to zero as expected because after several
iterations, the updated model is close to and approaching
to the actual model. Figure B4 represents the velocity
estimation. The green and blue lines represent the esti-
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mated velocity by using the ISS inversion method and the
iterative inversion method, respectively. We can see that
at the small velocity contrast, both methods converge
and produce correct velocity after five orders of itera-
tions and the ISS inversion method converges faster than
the iterative inversion method.

Figure B-5 shows the estimated a by the ISS method
(green line) for ¢; = 3000m/s. When the velocity contrast
is larger, ie., R > (.25, the iterative inversion method
cannot be computable, but the ISS inversion method al-
ways converges (see the green line in Figure B-5) after
the summation of more orders in computing a.

As we know, the reflection coefficient R is almost
always less than 0.2 in practice, so that the ISS method

actust

055 Fies

5045+ 1

04- g

03 L " L " " L " L

Iteration number

Figure B-2. The estimated a at R = 0.1429: The horizontal
axis is the order of the ISS subseries and the vertical axis
shows the value of a. The red line shows the actual value of
a = 0.4375. The green line shows the estimation of « using the
ISS inversion method order by order.
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Figure B-3. The updated a at R = 0.1429: The horizontal axis
is the iteration numbers, and the vertical axis shows the up-
dated value of a. The blue line represents the updated estima-
tion of a using the iterative inversion method.

and the iterative method converge, but the ISS method
converges faster than the iterative method. Moreover,
for more complicated circumstances (e.g., the elastic
nonnormal incidence case), the difference between the
ISS method and the iterative method is much greater, not
Jjust on the algorithms, but also on data requirements and
on how the band-limited noisy nature of the seismic data
impacts the inverse operators in the iterative method but
not in the ISS method.

The rate of convergence of the ISS inversion
subseries

The rate of convergence of the estimated a for the
ISS inversion subseries (equation B-10) is analytically
examined and studied. Because « is always convergent

Estimated velocity
3600

Cactust
3400 o H
53

3200 “rer H

1 2 3 4 5 6 7 8 9 10
Iteration number

Figure B-4. The estimated velocity by using the ISS inversion
method (green line) and the iterative inversion method (blue
line).
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Figure B-5. The estimated a at R = 0.3333: The horizontal
axis is the order of the ISS subseries, and the vertical axis rep-
resents the value of a. The red line shows the actual value of
a = 0.7500. The green line shows the estimation of @ using the
ISS inversion method order by order.
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when R < 1, the summation of this subseries (Zhang,
2006) is

a= 4Ri:(n S1)-R=4R 1 . ®15)

ot (1+R)*

If the error between the estimated and the actual a is
monotonically decreasing, it means that the subseries
is a term-by-term added-value improvement toward de-
termining the actual medium properties. If this error is
increasing before decreasing, it means that the estimate
of @ becomes worse before it gets better. The error for
the first order and the error for the second order have
the relation

la—a - ay| > |a—a, (B-16)
ie.,
3R% + 2R3 —R% - 2R|
< 4R > - B-1
[ A~ T e @10
After simplification, it gives
RP+R-1>0. (B-18)

I can solve it and obtain the reflection coefficient
R<[(-1-v/5)/2]=-1.618 or R>[(-1+/5)/2]=0.618.
Therefore, when R > 0.618, the error increases first.
Similarly, if the error for the third order is greater than
that for the second order, I get R > 0.667. If the error for
the fourth order is greater than that for the third order, I
obtain R > 0.721. In summary, when R > 0.618, the er-
ror increases and the estimated a gets worse before get-
ting better. The sum of terms in the direct inverse ISS
solution (for very large contrasts) requires certain par-
tial sums to be temporarily worse in order for the entire
series to produce the correct velocity. The dashed
green line in Figure B-6 shows that when the reflection
coefficient R is equal to 0.618, the error for the first or-
der is equal to the error for the second order.

As the analytic calculation, when the reflection coef-
ficient R is smaller than 0.618, this inversion subseries
gives a monotonically term-by-term added-value im-
provement toward determining ¢;. When the reflection

e

— k]

Iteration number

Figure B-6. The error (dashed green line) of estimated a at
R = 0.6180 and a = 0.9443.

coefficient is larger than 0.618, the ISS inversion series
still converges, but the estimation of « will become
worse before it gets better. Each term in the series
works toward the final goal. Sometimes when more
terms in the series are included, the estimation looks
temporarily worse, but once it starts to improve the es-
timation at a specific order, the approximations never
become worse again, and every single term after that
order will produce an improved estimation. The locally
worse partial sum behavior is, in fact, purposeful and
essential for convergence to and for computing the ex-
act velocity. The direct inverse solution fulfills its com-
mitment to always predict ¢; and not necessarily to
having order-by-order improvement. The ISS direct in-
version always converges in contrast to the iterative
linear inverse method. This property has also been in-
dicated by Carvalho (1992) in the free-surface-multiple
elimination subseries; e.g., what appears to make a sec-
ond-order free-surface multiple larger with a first-order
free-surface algorithm is actually helpful and necessary
for preparing the second-order multiple to be removed
by the higher order terms.
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ABSTRACT

The removal and use of multiples have a single shared
goal and objective: the imaging and inversion of pri-
maries. There are two kinds of primaries: recorded
primaries and unrecorded primaries. For imaging
recorded primaries using an industry standard practice
smooth velocity model, recorded multiples must be re-
moved, to avoid false and misleading images due to the
multiples. Similarly, to find an approximate image of
an unrecorded primary, that is a subevent of a recorded
multiple, unrecorded multiples that are subevents of
the recorded multiple must be removed, for exactly the
same problem and reason that recorded multiples are
needed to be eliminated. Direct inverse methods are
employed to derive this new comprehensive perspec-
tive on primaries and multiples. Direct inverse methods
not only assure that the problem of interest is solved,
but equally important, that the problem of interest is
the relevant problem that we (the petroleum industry)
need to be interested in.

versus use multiples”. The premise behind that “versus”
phrasing speaks to a competing and adversarial relation-
ship.

A contribution in this paper is placing these two activ-
ities and interests within a single comprehensive frame-
work and platform. That in turn reveals and demonstrates
their complementary rather than adversarial nature and
relationship.

They are in fact after the same single exact goal, that
is, to image primaries: both recorded primaries and un-

recorded primaries. There are circumstances where a recorded

multiple can be used to find an approximate image of an
unrecorded subevent primary of the recorded multiple.
All direct methods for imaging and inversion require
only primaries as input. To image recorded primaries re-
quires that recorded multiples must first be removed. To
try to use a recorded multiple to find an approximate im-
age of an unrecorded primary subevent of the recorded
multiple requires that unrecorded multiple subevents of
the recorded multiple be removed. All multiples, recorded
multiples and unrecorded multiples need to be removed.
Not removing those recorded and unrecorded multiples
will produce imaging artifacts and false and misleading
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A wedge resolution comparison between RTM and the first migration method that is equally effective
at all frequencies at the target: tests and analysis with both conventional and broadband data
Yanglei Zou, Qiang Fu, and Arthur B. Weglein, M-OSRP/Physics Dept./University of Houston

SUMMARY

Acquiring lower-frequency seismic data is an industry-wide
interest. There are industry reports that (1) when compar-
ing the new and more cxpcnuvcly acquired broad-band lower-
freq y data with ded data, taken over
a same region, these two data sets have the expected differ-
ence in frequency spectrum and appearance, but (2) they often
provide less than the hoped for difference in structural reso-
lution improvement or added benefit for amplitude analysis at
the target and reservoir. In Weglein et al. (2016) and Q. Fu
etal. (2017), thcy demonstrate that all current mlgrauon and
mlgrauon- on methods make high 1 p

ptions. Ci quently, in the p ss of migralion, they
lose or discount the information in the newly acquired lowest-
fi Y p in the broadband data. The new Stolt
cxlcndcd Claerbout ITI migration for heterogeneous media (We-
glein et al. 2016) addresses this problem as the first migration
method that is equally effective at all frequencies at the tar-
get and reservoir. That allows the broadband lower frequency
data to provide full benefit for improving structural resolution
and amplitude analysis. Q. Fu et al. (2017) provide the first
quantification of the difference and impact on resolution for
RTM (CII) and Stolt extended CIII. In this paper, we continue
to study and quantify these differences in the migration res-
olution using a wedge model and define the added resolution
value provided by the new Stolt extended CIII migration for
heterogencous medium. The side lobes of the images of upper
and lower reflectors produce an interference that determines
resolution. The migration method with a greater reduction of
side lobes will be the migration with a greater ability to resolve
two reflectors with a same bandwidth in the data, conventional
or band limited.

INTRODUCTION

Migration methods that use wave theory for seismic imaging
have two comp s(Da p ptand (2)
an imaging condition. Today all mlgrauon methods make a
high-frequency approximation in (1) or (2) or both (1) and (2).
Our new migration method, Stolt extended CIII for heteroge-
neous media is the first migration method that makes no high-
frequency approximation in both components (1) and (2), for a
heterogeneous medium, and is equally effective at all frequen-
cies at the target and/or the reservoir. Weglein (2016) provides

a detailed development of this new migration method.

For the imaging principle p a good start is Jon Claer-
bout’s 1971 landmark contribution (Claerbout, 1971) where
three imaging principles are described. The first is the exploding-
reflector model for stacked or zero-offset data, which we call
Clacrboul imaging principle I (CI). The second is time-space
id of ing and d g waves, which we call

PE 5
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Claerbout imaging principle II (CII). Waves propagate down
from the source, are incident on the reflector, and the reflec-
tor g a reflected upgoing wave. A ding to CII, the
reflector exists at the location in space where the wave that is
downward propagating from the source and the upwave from
the reflector are at the same time and space. All RTM methods
are based on RTM (CII) imaging principle and we after refer to
RTM in this paper as RTM (CII). The third is Claerbout imag-
ing principle III (CIII), which starts with surface source and
receiver data and predicts what a source and receiver would
record inside the carth. CIII then arranges the predicted source
and receiver to be coincident and asks for t = 0. If the pre-
dicted coincident source and receiver experiment at depth is
proximal to a reflector one gets a non-zero result at time equals
zero. Stolt and his colleagues provided several major exten-
sions of CIII and we refer to that category of imaging princi-
ples/methods as Stolt extended CIIL

RTM (CII) and Stolt extended CIII are of central industry in-
terest today, since we currently process pre-stacked data. RTM
(CII) and Stolt extended CIII will produce different results for
a separated source and receiver located in a homogencous half
space above a single horizontal reflector. That difference forms
a central and key message of this paper.

CII can be expressed in the form
13 =) 555 0)R(E:. % o), m
u o

where R is the reflection data (for a shot record), run back-
wards, and S’ is the complex conjugate of the source wavefield.

A realization of CIII is Stolt FK migration (Stolt, 1978)

M (5 2) ﬁ / / / dodxgdx,dke

x exp(—i(ks:z + kex(x — x5)))

[ dkgcexp(=ilkgz + k(e —x:))

x / drexp(ion)Dixg, xs,t). @

The weighted sum of recorded data, summed over receivers,
basically predicts the receiver experiment at depth, for a source
on the surface. The sum over sources predicts the source in
the subsurface. Then the predicted source and receiver experi-
ment is output for a coincident source and iver, and at time
equals zero; it defines a Stolt extended CIII image. Each step
(integral) in this Stolt extended CIII has a specific physically
interpretable purpose towards the Stolt extended CIII image.

RTM IS A HIGH-FREQUENCY APPROXIMATION

Today all migration methods assume a high- frcqucncy approx-
imation in a wave- or an i g con-

propag: P
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dition or both. How does one know if a migration method
has made a high-frequency approximation? If you have a ray-
based travel time picture of candidate images in the migration
process at any step or stage in the migration method, then the
migration method has made an asymptotic high-frequency as-
sumption/approximation. As we will see for RTM (CII), for
one source and one receiver, the image is an ellipse. If you
have a travel-time ellipse of candidate images, that is an ab-
solute indicator that the migration method has made a high-
frequency approximation.

In Figure 2 and 3, we compare the results of RTM (CII) and
Stolt extended CIII for one source and one receiver, RTM (CII)
provides an ellipse while Stolt extended CIII does not. Stolt
extended CIII provides a local image. For RTM (CII), in this
simplest case, where the data is perfect and the medium is ho-
mogeneous, the contribution from one source and one receiver,
you obtain a set of candidates. Stolt extended CIII will never
provide candidates. Stolt extended CIII will bring you to a
point in the earth where you have a coincident source and re-
ceiver experiment. At time equals zero, if there is a non zero
result, you are at a reflector. There is structure there, not a pos-
sible or candidate structure. The result from RTM (CII) is a
set of candidates of possible structure. That is intrinsic to CII,
hence intrinsic to all current RTM. Hence, if you are imaging
with RTM or any extension of RTM, it is worth noting that you
have made a high-frequency approximation in your migration
methods.

e

Figure 1: 2D RTM (CII) result for one source and one receiver.
High-frequency assumption

Figure 2: 2D CIII Stolt migration result for one source and one
receiver. No high-frequency assumption

All RTM (CII) imaging, i.e., all RTM methods in use today, in-

corporate high-freq 'y approximations/; ptions in the
imaging principle itself, regardless of how they are implemented.
For a heterog dium and ing one-way propa-

gation (at a point, or overall downgoing between source and
reflector and then upgoing from reflector to receiver), a high-

© 2017 SEG
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frequency approximation has been made, even if you are adopt-
ing a CIII imaging principle.

Equation 3 is the new Stolt extended CIII migration method

for heterogencous media of Weglein et al. (2016).
aGHN aGpy ‘
P=/ 4 / 0 P+a—PG(‘,’“ dsg
s, | 9z U, dz, dz,

N
+G€“’% A {agf’) P+ gog‘v}dsx] s,  (3)
s Js, % %

Equation 3 was Stolt extended CIII imaging for a heteroge-
neous medium, and doesn’t assume one-way propagation at
cither a point, or, separately, overall between source and re-
flector, and, reflector to receiver. G5V is the Green’s func-
tion for the h g dium that ishes along with
its normal derivative at the lower surface of the migration vol-
ume (Weglein et al., 2011b). Equation 3 is the first migra-
tion method that makes no high-frequency approximation in
both propagati pt and in the i ing condition
for heterogencous media, i.c., it is equally effective at all fre-
quencies at the target and at the reservoir. For details please
see Weglein et al. (2011a,b) and F. Liu and Weglein (2014).

QUANTIFY THE DIFFERENCE AND IMPACT ON RES-
OLUTION

To quantify the impact and to examine how different migration
methods treat different bandwidths in the data, we examine the
relative reduction of side-lobe amplitudes for each migration
method using conventional and band-limited data. Side lobes
in the data are an expression of the band-limited source. For
events in the data, the more we extend the low-frequency con-
tent of the spectrum, (1) the smaller the amplitude of side lobes
and (2) the closer the side lobes move towards the center of the
event.

Fu et al. (2017) produced the first direct comparison of dif-
ferences in structural resolution produced by RTM (CII) and
Stolt extended CIII using data with and without low frequen-
cies and the same homogencous velocity model. There are
two factors that contribute to these differences: (1) the imag-
ing condition itself and (2) the way the imaging condition is
implemented. In RTM ( CII ) both the imaging condition and
how the imaging condition is implemented are each separately
making high-freq; y approximati In the new i
method ( Stolt extended CIII for heterogeneous media ) from
M-OSRP both the imaging condition and method of imple-
mentation are equally effective at all frequencies at the target
and reservoir. There are side lobes in the structural image due
to the missing low frequencies. With the new imaging method
see equation 3 and including low frequencies in the input data
the side lobes are reduced 57% ( from 0.33 to 0.14) whereas the
conventional leading edge RTM only reduced the side lobes by
21% (from 0.78 to 0.62). The new imaging method equation
3 is able to benefit from broadband data for structural reso-
lution improvement to a much greater extent than the current
best industry standard.
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In this paper we continue to study the resolution differences
of RTM (CII) and Stolt extended CIII. We produce the first
wedge-model test for the comparison of structural resolution
differences with data with and without low frequencies, using
the same homogencous velocity model, comparing RTM (CII)
and Stolt extended CIIL With Stolt extended CIII and includ-
ing low frequencies in the input data the side lobes are reduced
87% whereas RTM (CII) only reduced the side lobes by 50%.
More low frequency was included in these tests than in the car-
lier Q. Fu et al (2017) tests. This result is consistent with the
result in Fu et al. (2017). Stolt extended CIII is able to bene-
fit from broadband data for structural resolution improvement
to a much greater extent than the current best industry stan-
dard. The wedge model test in this paper further d

Brossband Conventional

froquency
doman

Figure 3: The upper left and upper right show the frequency
spectra of the two wavelets; the lower left and lower right show

that the Stolt extended CIII result has better resolution than
the RTM (CII) result due to the smaller side lobes in the im-
age. For Stolt extended CIII broadband data, two reflectors can
be identified when the dis between 2 refl is greater
than 25m, while for RTM (CII) broadband data the distance
between 2 reflectors must be greater than 50m. For Stolt ex-
tended CIII conventional data, two reflectors can be identified
when the di between 2 is greater than 50m.
while for RTM (CII) I data, the dis between
2 reflectors must be greater than 75m.

NUMERICAL TEST ON A WEDGE MODEL

The tests and comparisons in this paper had a broad band data
that had a high frequency cut-off but the spectrum was full on
the low end. That gave a limit or end-member for the most
improvement in resolution for a layer that the new migration

q 3 could produce with broadband data. This analy-
sis and conclusion does not depend on having data down to
zero frequency. We generate the two events separately and
then bine them together to g the two-cvent syn-
thetic data. For each event, a two half-space model is used,
the velocity of upper half-space is 1500m/s and the lower one
is 2000m/s. For the first events the interface between the two
half-space is 1500m. For the second event, the location is
varying from 1512.5m to 1275m to mimic the wedge model.
The purpose of this procedure is to correctly locate both of the
two events in the image space using a homogencous velocity
model.

The two wavelets used in the tests are both band-limited spikes.
The frequency range of the first one (broadband) is 0Hz-50Hz
and of the other one (conventional) is 20Hz-50Hz. Figure 5
(upper left and upper right) shows the frequency spectra of the
two wavelets and figure 5 (lower left and lower right) shows
the time domain waveforms.

Fig 6 shows the RTM (CII) and Stolt extended CIII images for
one reflector at 1500m with the two different wavelets. The up-
per left is the Stolt extended CIII image with broadband data,
the lower left is the Stolt extended CIII image with conven-
tional data, the upper right is the RTM (CII) image with broad-
band data, and the lower right is the RTM (CII) image with
conventional data. For Stolt extended CIII the side lobes are
reduced more than 87%, whereas for RTM (CII) the side lobes

© 2017 SEG
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the time-domai forms.

reduced only about 50%. This result is consistent with that in
Q. Fuetal. (2017).

Claerbout W (one reflector) Claerbout Il (one reflector)

/ ) ""’"\

For Claeriout W1 the side lobes reduced maore than 87%, for Claerbout 1l the
educed only atout 30%.

©0s0tang

Conventionst

Figure 4: The upper leftis the CIII image with broadband data,
the lower left is the CIII image with conventional data, the
upper right is the RTM (CII) image with broadband data, and
the lower right is the RTM (CII) image with conventional data.
For CIII the side lobes are reduced more than 87%, whereas
for RTM (CII) the side lobes reduced only about 50%. This
result is consistent with that in Q. Fu et al. (2017).

n Broadtana

refector 3 Geptne1500m
refector 2 depth=1512.5

reflector 1 depth=1300m
refector 2 depthe1525m

reflecton 3 Geptne1soOm
roflecior 2 depthe1570m

reflector 1 depth=1500m
refecior 2 Gupthe157Sm

Figure 5: The Stolt extended CIII wedge model image for
broadband data with first reflector at 1500m and second re-
flector at 1512.5m, 1525m, 1550m, 1575m respectively.

Figure 7-10 show the RTM (CII) and Stolt extended CIII image
for a wedge model with the broadband data and ional
data. Figure 7 shows the Stolt extended CIII wedge model im-
age for broadband data with the first reflector at 1500m and
second reflector at 1512.5m, 1525m, 1550m, 1575m respec-
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refecton 3 depthe:soom
reflector 2 depth=1312.3

reflector 1 depth=1300m
refiecton 2 depth=1525m

refector 1 deptn-1300m
2 Septne1550m

refector 3 depthed SO0
remecior 2 depthe1575m

Figure 6: The Stolt extended CIII wedge model image for con-
ventional data with first reflector at 1500m and second reflector
at 1512.5m, 1525m, 1550m, 1575m respectively..

P —

reflector 1 depth=1500m
reflector 2 depth=1512.5

reflector 1 Gepthn1500m
eflector 2 depth=132%m

reflector 1 depth=1500m
reflactor 2 dwpthe1350m

reflactor 1 depthe1300m
reflector 2 depthe1373m

Figure 7: The RTM (CII) wedge model image for broad-
band data with first reflector at 1500m and second reflector
at 1512.5m, 1525m, 1550m, 1575m respectively.

€ Comentinat

reflector 1 depth=1300m
reflector 2 deptha1512.5

reflector 1 depth=1200m
reflector 2 depthe1 STSm

reflecton 1 depth SOOm
reflector 2 depth=1350m

reflector § depthe1500m
reflector 2 depth=1575m

Figure 8: The RTM (CII) wedge model image for conven-
tional data with first reflector at 1500m and second reflector
at 1512.5m, 1525m, 1550m, 1575m respectively.

tively. Figure 8 shows Stolt extended CIII wedge model im-
age for conventional data with first reflector at 1500m and
second reflector at 1512.5m, 1525m, 1550m, 1575m respec-
tively. Figure 9 shows RTM (CII) wedge model image for
broadband data with first reflector at 1500m and second re-
flector at 1512.5m, 1525m, 1550m, 1575m respectively.Figure
10 shows The RTM (CII) wedge model image for conven-
tional data with first reflector at 1500m and second reflector
at 1512.5m, 1525m, 1550m, 1575m respectively.

From the figures we can conclude that two reflectors are sep-
arated when the distance between 2 reflectors is greater than
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25m for Stolt extended CIII Broadband data, 50m for Stolt ex-
tended CIII conventional data, 50m for RTM (CII) Broadband
data and 75m for RTM (CII) conventional data.

CONCLUSION

In this paper we produccd ﬂlc ﬁrsl wedge-model test for the
comparison of diffe with data with
and without low frequencies, comparing the current leading
edge RTM (CII) and the Stolt extended CIII imaging princi-
ple. RTM (CII) has a high-frequency assumption in its imag-
ing principle. The Stolt extended CIII imaging principle is not
a high-frequency imaging principle. There are side lobes in
the structural image due to the missing low frequencies. For a
single refl including low freq ies in the input data, the
side lobes are reduced 87% in Stolt ded CIII wh the
side lobes are only reduced 50% in RTM (CII), which is con-
sistent with the result in Q. Fu et al. (2017). The new imaging
method is able to benefit from broadband data for structural
resolution improvement to a much greater extent than the cur-
rent best industry standard migration. The wedge model test
in this paper further demonstrates that the Stolt extended CIIT
result has better resolution than the RTM (CII) result due to the
smaller side lobes in the image from each reflector. For Stolt

ded CIII with broadband data, two refl can be iden-
tified when the distance between 2 reflectors is greater than
25m, while for RTM (CII) with broadband data the distance
between 2 reflectors must be greater than 50m. For Stolt ex-
tended CIII with conventional data, two reflectors can be iden-
tified when the distance between 2 reflectors is greater than
50m. While for RTM (CII) with conventional data, the dis-
tance between 2 reflectors must be greater than 75m. In this
paper we examine the resolution difference for a wedge model.
All current migration method (including RTM) assume a one-
way propagation model at every point in the subsurface for
a smooth velocity model. That one-way propagation model
is a high-frequency approximation. The new Stolt exlcnded
CII for h g media at y p
model at every point in a smoothly varying medium. Thc next
planned tests will include implementation differences ( i.e. the
wave propagation of migration) for a smooth ve-
locity modcl The d.lffcrcnccs in resolution derived from the
new migration method, Stolt extended CIII for heterogeneous
media, that makes no hlgh frequency appmxnmauon in both
(A) the wave propag: pt (B) the imaging principle
will be greater when both the imaging principle and the wave
propagau'on model are included than we report here for only
the imaging principle diff¢
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* Link to 2018 M-OSRP Annual Meeting

— This link below provides a menu for all the video
presentation from the 2018 M-OSRP Annual Technical
Review- we point out, and possibly of particular
interest for this SEG/KOC Workshop, are the advances
by Dr. Jing Wu in on-shore ground roll and reflection
data prediction without damaging either, and for on-
shore de-ghosting.

— M-OSRP Annual Technical Review Presentations:
Videos with Synced Slides and Meeting Agenda



http://www.mosrp.uh.edu/events/annual-meetings/meeting-18

