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Abstract

To achieve seismic exploration goals, conventional seismic data processing meth-

ods need subsurface information (for example velocity distribution and earth struc-

ture), which is generally inaccessible for geologically complex regions. Seismic algo-

rithms derived from inverse scattering series (ISS ) do not require subsurface infor-

mation, but they directly invert seismic data (with a reference medium) order by

order for achieving seismic processing objectives.

The ISS internal multiple attenuator (IMA) is data-driven and uses a constant

reference velocity (water speed for marine cases, and p-wave and s-wave velocities

for land cases) to accurately predict all leading order internal multiples’ arrival time.

However, in the land application of ISS IMA, it is hard to choose a simple constant

elastic medium as the reference, due to the heterogeneous and complicated properties

in near surface layer. This dissertation presents research on the ISS IMAs sensitivity

to the reference velocity in land cases. An analytical calculation of the ISS IMA

is performed for a 1D layered earth with multi-component PP, PS, SP and SS (P

denotes compressional wave, and S denotes shear wave) data at both normal and

non-normal incidence. The computation demonstrates that the prediction of 1D ISS

IMA is independent of the chosen P and S reference velocities. Numerical tests on

the 1D ISS IMA algorithm are done for different types of media to demonstrate its

value for land applications.

The leading order imaging subseries (LOIS ) and higher order imaging subseries

(HOIS ) methods for the one-parameter (velocity variation only) case can fail for an

acoustic medium with both velocity and density variation. Hence, a multi-parameter

vii



LOIS imaging algorithm is derived and tested in this dissertation to extend the one-

parameter imaging algorithms to a 1D two-parameter (velocity and density) acoustic

medium, and to a more complete earth model, eventually. The calculation of the

ISS third order term for a 1D acoustic medium leads to the identification of the

two-parameter LOIS algorithm, and justifies the multi-parameter LOIS and HOIS

imaging conjectures. Analytical and synthetic tests are done for the two-parameter

LOIS and HOIS algorithms to demonstrate their different imaging capability: HOIS

is better than LOIS in locating subsurface interfaces for an acoustic medium with

larger contrast and error duration in velocity and density. The multi-parameter LOIS

and HOIS imaging algorithms are capable of outputting subsurface structure without

using a velocity model.
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Chapter 1

Introduction

In this chapter, I will first present a brief introduction to the background of gen-

eral seismic exploration and the challenges and issues in current seismic exploration.

Then, I will introduce inverse scattering series and its task-specific subseries, and

the seismic application of inverse scattering series to address the pressing challenges

encountered in current seismic exploration. At the end of this chapter, I will provide

an overview of this dissertation.

1



Introduction

1.1 Seismic exploration

The goal of seismic exploration is to locate hydrocarbon reservoirs1with high

commercial value underlying the earth’s surface. To accurately locate hydrocarbon

accumulations, a seismic experiment, called seismic acquisition, is first conducted on

shore or off shore (figure 1.1) to collect seismic data2. Afterwards the seismic data are

further processed by geoscientists (a process called seismic data processing) to reveal

information about the undergound earth. In seismic exploration, man-made sources

such as air guns (for marine cases), dynamite, or seismic vibrators (for land cases)

are deployed and ignited to generate high-energy seismic waves in a very short-time

interval. Such high-energy seismic waves propagate through, get refracted by, and

are partially reflected by the rock layers of the earth’s subsurface, then travel back to

the measurement surface where they are recorded by receivers, such as hydrophones

in marine acquisition and geophones on land exploration. Figure 1.1 shows both

cases, marine and land seismic acquisition.

A seismic event is a temporally localized arrival of seismic wave energy. The

entirety of seismic events recorded by the receivers constitutes seismic data. Since

seismic data are huge in volume and are comprised of complicated subsurface infor-

mation, geoscientists must employ different seismic algorithms to achieve the final

seismic goal of locating hydrocarbon targets. Seismic data processing is therefore

1A subsurface body of rock having sufficient porosity and permeability to store and transmit
fluids. Sedimentary rocks are the most common reservoir rocks because they have more porosity
than most igneous and metamorphic rocks and form under temperature conditions at which hy-
drocarbons can be preserved. A reservoir is a critical component of a complete petroleum system.
-From Schlumberger Oilfield Glossary:www.glossary.oilfield.slb.com

2Generally speaking, seismic data are a temporal series of recorded sonic wave arrivals with
certain localized energy.
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(a)

(b)

Figure 1.1: A cartoon illustrating two typical types of seismic experiments: (a). a ma-
rine seismic acquisition (http://www.championsforcetaceans.com); (b). a land seis-
mic acquisition (http://www.lingo.cast.uark.edu). In both cases, a man-made source
is ignited to send seismic waves downward into the earth, and reflected waves (only
primaries are here) are collected at the situated array of receivers. An exact repeated
experiment will be done by moving the man-made source to the next location with a
specified distance in between.

divided into several stages. A typical sequence of current seismic data processing is:

• Seismic data preprocessing (random noise suppression, data interpolation and

extrapolation, source wavelet estimation);

• Deghosting;

• Free surface multiple removal/attenuation;

3
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• Internal multiple removal/attenuation;

• Imaging, and

• Inversion.

Next, I will give a set of definitions of recorded seismic events so that the above

data processing sequence will be better understood. In seismic exploration, seismic

events are defined according to whether or not they, in their propagating history,

have been reflected from the interfaces under the earth (see the cartoon illustration

of the categorization of seismic events in figure 1.2).

Events propagating straight from the source to the receiver are called direct waves.

Ghosts are events that start their history propagating upward from the source or end

their history as the downgoing recorded wavefield at the receiver.

Events that start downward from the source or end upward at the receiver and

have experienced their upward reflections from underground interfaces, are further

classified into primaries and multiples. Primaries are seismic events which have

experienced only one upward reflection at the underlying interfaces below the free

surface. Events with more than one upward reflection at the subsurfaces of the earth

are called multiples. Multiples are further divided into free surface multiples and

internal multiples. Free surface multiples are multiples that have at least one of their

downward reflections at the free surface (defined as air-water interface for marine or

air-land interface for land). Internal multiples are multiples which have all of their

downward reflections below the free surface. The order of internal multiples is defined

by the number of their downward reflections at those subsurfaces, whereas, the order

4
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b

a

c

bd

e

Figure 1.2: Categorization of seismic events in the marine case: a. direct wave,
b. ghosts (source-side and receiver-side), c. primary, d. free surface multiple, e.
internal multiple. More detailed definitions can be found in Weglein et al. (2003).

of free surface multiples is decided by the number of their downward reflections at

the free surface, independent of the total numbers of downward reflections in their

propagation history. More specific and detailed definitions of these seismic events

can be found in the review paper by Weglein et al. (2003).

Now I will explain why current seismic data processing uses the previously listed

workflow to achieve the objective of seismic exploration. Compared with other seis-

mic events, primaries have a much simpler spatial traveling history (only one upward

5
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reflection), and hence primaries require simpler logic mathematic algorithms to cre-

ate a map of earth structure (imaging) and the change of mechanical properties

(inversion) of the earth. Therefore, most current seismic algorithms view primaries

as the basic seismic signals for achieving seismic goals, and treat other seismic events

as noise. In other words, ghosts and multiples contain quantative information about

the subsurface they have experienced, but the inability of current seismic data pro-

cessing algorithms to extract useful information leads to the categorization of ghosts

and multiples as noise, and their removal from seismic data.

The seismic data processing sequence assumes each processing step is taken in

the right order so that the next step will be accomplished to its full capability. If

preprocessing of seismic data is done well, and direct waves, ghosts, free-surface

multiples and internal multiples are removed from the original data, the remaining

wave energy, corresponding to primaries only, is then ready to be processed to ex-

tract information about reflectors’ spatial location and to figure out the change of

mechanical properties (such as density change, velocity variation etc.) across under-

ground interfaces. The processes are listed as the last two stages in the above seismic

processing sequence, imaging and inversion, respectively.

Primaries contain both time and amplitude information. Seismic imaging is a

procedure to map the seismic energy of primaries in time domain as displayed in

the recorded data set, to the geological boundaries of earth properties in depth do-

main. In physics, the mapping from time to depth is the multiplication of time by
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velocity. All current conventional imaging algorithms only use the temporal informa-

tion embedded in the primaries, and they assume that an accurate velocity model3

is provided for the full imaging capability to be reached in the imaging procedure.

Hence, a conventional imaging result relies heavily on an accurate velocity model

created through velocity analysis, a process generally taken before performing a con-

ventional imaging procedure. After the imaging process, the amplitude of primaries

will then be used in the inversion AVO4 analysis stage to identify the change of

properties across the imaged earth interfaces. The accuracy of both imaging and

inversion plays a pivotal role for geoscientists in interpreting the final processed data

and hence in making conclusions regarding where and how oil companies drill a well

for reaching oil and gas.

As mentioned previously, each step in the processing chain depends on the al-

gorithms applied at that stage for a specified processing goal, and the result of the

processing is also dependent on how effectively the previous processing stage was

achieved. In this dissertation, my work will focus on the internal multiple attenua-

tion/removal and imaging parts in the seismic processing sequence. So I will discuss

the pressing challenges and issues on these two topics.

3Seismic velocity model means the configuration of various velocity values that seismic waves
propagate with in the different layers of subsurface media. Current velocity analysis processes estab-
lish a velocity model through recorded data by employing different techniques, such as normal-move-
out, travel time tomography, migration velocity analysis, and full waveform inversion (abbreviated
as FWI). For an overview of velocity estimation methods, please refer to Gray et al. (2001).

4AVO is a geophysics term abbreviated for amplitude variation with offset, or amplitude versus
offset. The amplitude of the recorded seismic wave energy at the receriver array generally varies
with the distance (called offset) between the source and each receiver. This variation is used by
geoscientists to determine subsurface mechanical properties such as density, velocity, porosity, and
fluid content.
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Removing or attenuating multiples is a prerequisite for achieving a clear imag-

ing of earth structure and accurately determining earth propery changes through

inversion. In the history of seismic exploration, geophysicists have been extensively

involved in proposing effective and efficient methods and algorithms to attenuate or

eliminate the coherent noise of multiples. Weglein and Dragoset (2005) collected a

comprehensive list of literature on multiple removal. Current multiple removal or

attenuator algorithms are based either on assumptions of the seismic data character-

istics (primaries and random multiples are periodic, sufficient velocity discrimination

exists between primaries and multiples) or on the nature of the earth (seismic ve-

locity is fully determined and the earth is assumed to be one-dimensional) (Weglein

and Dragoset, 2005). These methods are effective in suppressing coherent noise when

the assumptions of the methods are well satisfied or mildly violated. However, the

assumptions made by these conventional multiple removal algorithms can be easily

and seriously violated in many geological complex regions, which lead to incorrect

interpretation of the original data set (Weglein et al., 2003). The inability to attenu-

ate or eliminate multiples can obstruct the following seismic processing chain, since

the existence of multiples can cause destructive interference with primaries. The

misinterpretation with multiples-entangled signals, generally, result in poor drilling

decisions with high risk of negative financial cost, economic burden and political

impact. Hence, a much more reliable multiple-removal method is in great demand,

especially for exploration in geologically complex area.

A similar challenge also arises from imaging field data. Many imaging methods

were proposed in the past decades (Hagedoorn, 1954; Claerbout, 1971; French, 1974;
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Schneider, 1978; Stolt, 1978; Stolt and Weglein, 1985). Among the most popular

imaging approaches are FK migration, Kirchhoff migration, Gaussian Beam theory,

and the RTM method. All of these conventional imaging methods are effective,

based on their prerequisite of utilizing a highly-accurate velocity model. In other

words, when provided accurate velocity models, all these imaging tools can output the

depth configuration of the subsurface earth interfaces to different extents of accuracy.

However, with higher and higher demand for energy, current seismic exploration is

moving toward regions with more and more complex geological features, such as

deepwater subsalt areas, ill-defined sub-basalt, and sub-karsted sediments. In these

areas, most current velocity estimation techniques are not capable enough to provide

an accurate velocity model (Herron, 2000; Gray et al., 2001; Glogovsky et al., 2002).

Therefore, current imaging methods generally lose their capability of clearly imaging

the subsurface structure in those geologically complex regions.

To summarize, current traditional multiple removal algorithms and imaging algo-

rithms work effectively only when subsurface information (for example, earth struc-

ture, subsurface velocity model, etc.) are provided accurately. But when such a

priori information are not accurate or even inaccessible for geologically complex con-

ditions, the traditional methods break down. The solution to the pressing challenges

arising from current seismic exploration is either to improve the conventional meth-

ods by decreasing their demand for sufficient subsurface information, or to avoid

the assumptions of using subsurface information innate in conventional methods, by

developing a new set of seismic data processing methods which do not make those

assumptions.
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The inverse scattering theory takes the second approach and provides a stand-

alone solution for addressing the current pressing seismic challenges. The formalism

of inverse scattering series was first introduced in Weglein et al. (1981). The inverse

scattering series provides the unique potential and promise of achieving all seismic

processing objectives directly in terms of measured data (and water speed) without

requiring, needing or determining in principle or practice, subsurface information,

e.g., velocity, structure, etc., that traditional processing methods require (Weglein

et al., 2003).

In the following section, I will give an introduction to the background and history

of the inverse scattering theory and series and the successful seismic application of

inverse scattering series to address the pressing challenges discussed in this section.

1.2 Inverse scattering series

Scattering theory is a form of perturbation analysis. It was proposed and dis-

cussed by physicists and mathematicians (Jost and Kohn, 1952; Morse and Fesh-

bach, 1953; Razavy, 1975), and then introduced into the field of seismic exploration

(Weglein et al., 1981; Weglein, 1985; Weglein et al., 2003). Generally speaking, scat-

tering theory describes how a perturbation in the properties of a medium relates to

a wavefield that experiences that perturbed medium. Let’s start with two general

differential equations governing wave propagation in these media:

LG = δ(r− rs), (1.1)

L0G0 = δ(r− rs). (1.2)
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where L, L0 are the actual and reference differential operators, respectively, which

can be expressed in different forms depending on the properties of the actual and

reference media e.g. homogeneous or inhomogeneous, acoustic or elastic or inelastic,

one parameter or multi-parameter. Several specific examples of the two operators

are given in Weglein et al. (2003). G, G0 are two Green’s functions (wave fields) in

actual and reference media, respectively, and represent a response to a Dirac delta

function δ(r− rs). r and rs are the field point and source location, respectively.

The Lippmann-Schwinger equation is an integral solution to the wave equation

(1.1) by using the reference wave equation (1.2) and defining a perturbation operator

as V = L0−L (perturbation operator is defined as the properties difference between

the reference medium and the actual medium),

Ψs = G−G0 = G0V G (1.3)

where Ψs is the scattered field, i.e., the difference between actual wave field and the

reference wave field.

The total scattered field is related to the earth perturbation and the reference

wave field (generally using water as reference background for marine seismic explo-

ration) by the above recursive integral form of Lippmann-Schiwinger equation.

Expanding equation (1.3) by iterating (Taylor, 1972), a forward scattering series

is obtained,

Ψs = G0V G0 +G0V G0V G0 + · · · (1.4)

= (Ψs)1 + (Ψs)2 + · · · , (1.5)
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where (Ψs)n is the portion of Ψs that is nth order in V . The measured value of Ψs is

the data, D, where D = (Ψs)ms = (Ψs)on the measurement surface.

The forward scattering series provides an ability to model the data since the

perturbation V underneath the measurement surface has been assumed known in

the forward problem (Matson, 1996).

To obtain an inverse scattering series (ISS) from the above forward series, an im-

portant assumption is introduced: expanding the perturbation operator V in orders

of data D yields (Weglein et al., 1997),

V = V1 + V2 + V3 + · · · (1.6)

where Vn is nth order in the data D.

An inverse scattering series is obtained by substituting equation (1.6) in equation

(1.4) and setting the same order of the data equal on both sides of the resulting

equation at the measurement surface,

D = [G0V1G0]ms, (1.7)

0 = [G0V2G0]ms + [G0V1G0V1G0]ms, (1.8)

0 = [G0V3G0]ms + [G0V1G0V2G0]ms

+ [G0V2G0V1G0]ms + [G0V1G0V1G0V1G0]ms, (1.9)

...

where
... denotes more higher order inverse scattering series equations.

To solve the above inverse scattering series, one can invert both sides of V1 in

equation (1.7), so V1 can be expressed directly in terms of recorded data D and the
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reference wave field G0. Then substitute the result of V1 into the 2nd order equation

(1.8), and solve V2 in terms of data and the reference wave field. The other higher

order of V can be solved order by order.

So, the inverse scattering series provides a direct multi-dimensional method for

obtaining the subsurface configuration information (earth structure and material

property) by inverting the series order by order to solve for the perturbation V ,

only using the measured data, D, and a reference wave field, G0. Since the inverse

scattering series is an infinite series, the convergence of this series was a concern and

is fully discussed in Prosser (1969, 1976, 1980, 1982) and Carvalho (1992). These

papers demonstrated that the full inverse scattering series converges for a small range

of models. Then a natural question might be raised: what value does the inverse

scattering series have for seismic exploration since it is divergent for a real contrast

in perturbations? To answer this question, Weglein et al. (1997, 2003) proposed and

developed, for the first time, a new understanding for the implementation of inverse

scattering series into seismology: task separation and task-specific inverse scattering

subseries.

The main idea of task separation is that the inverse scattering series can be

isolated into subseries corresponding to each separated task objective, and when each

task completes, the next task will start with new data5 using an isolated subseries

for that individual task. Under the inverse scattering formalism, seismic data can be

inverted through four separate processing tasks to achieve different objective at each

stage: (1) removal of free surface multiples; (2) removal of internal multiples; (3)

5Here “new data” denotes that the original data set has been processed and updated by indi-
vidual task , for example a data set after elimination of free surface multiple etc.
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migration of primaries to corresponding reflectors (imaging); (4) amplitude analysis

of migrated primaries for property changes (inversion). A detailed overview of inverse

scattering series regarding how individual tasks are separated and how each task-

specific subseries is isolated and implemented to seismic processing, is presented

and discussed in Weglein et al. (2003). This dissertation narrows its mission to

demonstrate work in the task of internal multiple removal and imaging without a

velocity model.

Up to now, the M-OSRP6 research group has explored, developed and delivered

to the oil industry a set of successful task-specific algorithms using inverse scatter-

ing subseries to address current pressing seismic exploration challenges. The first

successful implementation of an isolated subseries was free surface multiple removal

using ISS. All free surface multiples of a specified order are removed in frequency

domain. Successful intial test on field data demonstrated the convincing strength of

ISS isolated free surface multiple removal subseries (Carvalho, 1992; Weglein et al.,

1997, 2003).

The second isolated subseries to remove internal multiples was first identified

by Araújo (1994), and it was initially tested on field data by Coates and Weglein

(1996) and Weglein and Matson (1998). The ISS acoustic internal multiple attenu-

ator7 was further extended to the attenuation of elastic internal multiples by using

6M-OSRP stands for Mission-Oriented Seismic Research Program, a consortium intiated and
directed by Arthur Weglein in the Department of Physics at the University of Houston.

7This algorithm is called as an attenuator since it accurately predicts the arrival times of all
the leading order internal multiples, but approximate their amplitude. More details regarding the
attenuator algorithm will be discussed in Chapter 2 of this dissertation.
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multi-component land and ocean-bottom dataset by Matson (1997). The ISS inter-

nal multiple attenuator also demonstrated its strength in a multi-D earth (Nita and

Weglein, 2005). To remove the predicted internal multiple with approximated am-

plitude using this ISS internal multiple attenuator, an adaptive subtraction method

can be employed to subtract the prediction from the original dataset. Minimum

energy criterion method is the most widely used adaptive subtraction technique in

today’s seismic data processing industry. However, the principle of this method,

using a matched filter to subtract the prediction from the original data, leads to a

minimun of energy and usually works for data with multiples not interfering with

or not proximal to primaries. In the cases of interfering multiples-primaries, the

method of minimum energy subtraction can seriously harm the dataset by distorting

primaries embedded in it. To avoid this processing dilemma, an eliminator rather

than the attenuator of ISS internal multiples was identified. Ramı́rez and Weglein

(2005), Herrera et al. (2012), and Zou and Weglein (2014) developed an ISS internal

multiple eliminator for a 1D earth. The accurate prediction of all the leading order

internal multiples with exact amplitude for all reflectors make the elimination of all

internal multiples through a simple direct subtraction, and the most remarkable re-

sult from the eliminator is that the invisible primaries originally obscured by internal

multiples, emerge from the dataset after the direct subtraction. In addition, spurious

events can be generated due to the mechnism of combining of internal multiple as

subevents by a spatial “lower-higher-lower” relationship in the ISS internal multiple

attenuator algorithm, and they cause problems for the leading order attenuator. A

new higher-order attenuator to address spurious events based on the leading order
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internal multiple attenuator was proposed and tested by Liang and Weglein (2012)

and Ma and Weglein (2014).

Note that both the ISS free-surface multiple and internal multiple eliminator/attenuator

algorithms are driven by water-speed migrated input data, without using or search-

ing for any subsurface information other than recorded seismic data and a reference

medium. Both algorithms are model type independent, which means effectiveness

stays the same and no code is changed regardless of whether the medium is ho-

mogeneous or heterogeneous, isotropic or anisotropic, acoustic, elastic, or anelastic

(Weglein et al., 2003). The derivations of ISS algorithms, in principle, take refer-

ence medium in accordance with the medium where seismic source and receivers are

situated. This choice of reference medium restricts all of the perturbation V under

the measurement surface, and makes calculations much simpler than the case of the

perturbation on both sides of the measurement surface. In marine case, we choose

water as reference background, but for onshore case, the near surface properties are

generally heterogeneous and complicated. Research was initiated in M-OSRP (Hsu

and Weglein, 2008; Hsu et al., 2009) to investigate the sensitivity of ISS internal mul-

tiple attenuator algorithm to reference velocity for both offshore and onshore data

processing8. Through both analytic calculation and synthetic tests, the researchers

verified and concluded that the ISS internal multiple attenuator is insensitive to the

reference velocity used in the algorithm while still accurately predicting the exact

arrival times of all internal multiples with approximated reflection amplitudes. A

8Internal multiples are the predominant issue for land case, while free surface multiples are the
main issue to address for marine case.
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partial contribution and a detailed analysis on this research topic for elastic applica-

tion constitute part of this dissertation and is presented in Chapter 2.

After the task of internal multiple removal, imaging and inversion are the next

processes, respectively. Weglein et al. (2000) first proposed a scheme using ISS to

perform the tasks of spatially locating subsurface reflectors and directly inverting

the earth properties without knowing the subsurface velocity or any other medium

property information below the measurement surface, by calculating the ISS order

by order in the recorded data and using a constant velocity reference medium. The

authors also identified that the first ISS term is a constant velocity f−k migration of

the original dataset, and the calculation of the second ISS term leads to a separation

of “inversion-only” term and “imaging-only” term9 . Following the formalism and

scheme of Weglein et al. (2000), a leading order ISS imaging subseries (abbreviated

as LOIS) was first identified, analyzed, and initially tested for a 1D velocity-only

change acoustic medium (Weglein et al., 2002; Shaw et al., 2002; Shaw and Weglein,

2003). The authors verified the LOIS algorithm is actually a Taylor series expanded

over the pseudodepth by a constant reference velocity migration of the input data.

The LOIS can be written as a closed form, so it has no convergence problem. For

small velocity contrast medium, addition of LOIS subseries up to a number of orders

can move the mislocated interfaces toward their correct positions. LOIS algorithm

uses amplitude information in the data and a constant reference velocity to image

subsurface reflectors. The issues of low-frequency missing in the data were also fully

9Imaging-only term means this kind of term survives only when mislocated reflectors exist due
to velocity change in the medium. This term will be further discussed in detail in Chapter 3 of this
dissertation.
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investigated (Shaw et al., 2003; Shaw and Weglein, 2004; Shaw, 2005): tapered low-

frequencey data impacts the LOIS imaging capability to some extent10. The issue of

limited imaging competence of the LOIS is due to its limited collection of imaging-

only terms (only leading order in the reflection data) in each ISS term. So a research

effort was taken in M-OSRP to capture more imaging terms: Innanen and Weglein

(2003) isolated a subseries by capturing more terms with simultaneous imaging and

inversion tasks in one algorithm. Following this work, Liu et al. (2004, 2005) and

Liu (2006) intuitively11identified a new multi-D higher order ISS imaging algorithm

(called HOIS) and largly improved the ISS imaging capability for a large velocity

contrast acoustic medium in the presence of lateral variation. This was done by

flipping the imaging-shifting arguments from the right-hand side of the identity to

the left-hand side, and by excluding the imaging algorithm’s “communication” with

deeper events than the imaged point. With more higher order imaging-only terms

captured, ISS imaging algorithms can produce a better imaging. Based on Liu’s

HOIS work, a set of higher order imaging algorithms were proposed in Wang (2011):

the HHOIS (for higher and higher order imaging subseries) imaging algorithm works

better than HOIS for even larger velocity contrast and velocity error duration. The

RHOIS (for recursive higher order imaging subseries) uses a recursive method for

iterating the initial input imaging result back into the algorithm itself to correct the

mislocated reflectors. The HOIS-LE (representing higher order imaging subseries

with lateral exclusive) improves the salt-model imaging result by absorbing more

10The issue of low frequency missing has been well addressed by data regularization methods
developed in Liu et al. (2010) andLiu and Weglein (2011).

11HOIS subseries actually composes more higher-order imaging terms than LOIS, which was
mathematically verified by Wang (2011)
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diffraction energy to correct sharp lateral variation imaging.

To apply the imaging algorithms developed by M-OSRP to field seismic data,

the one-parameter (constant density but variable velocity) imaging algorithms must

be progressed to multi-paramter (variation in more than velocity parameter) ones.

Zhang and Weglein (2003, 2004) generalized Weglein et al. (2002) from 1D acous-

tic medium with velocity change only to a 1D multi-parameter acoustic and elastic

medium, and identified a nonlinear inversion subseries in the second ISS term. Mean-

while, the imaging-only terms in the second order ISS term for the multi-parameter

case were also identified, and were later rewritten as an “imaging composite” by

Weglein (Jiang and Weglein, 2008), leading to Weglein’s “multi-parameter imaging

conjecture”. This conjecture addressed the issue of how many parameters and which

parameter should be imaged for a multi-parameter medium. The analytic deriva-

tion of α3, β3 ISS terms for a two-parameter acoustic medium led to identifying

an imaging algorithm and justified the “multi-parameter imaging conjecture” (Jiang

and Weglein, 2008; Jiang et al., 2009). The initial analytical and synthetic tests

demonstrated the imaging strength of the multi-parameter ISS imaging algorithms

(more details are presented in Chapter 3 of this dissertation.) Later, Wang (2011)

captured partial imaging-only terms of β3 in Jiang’s calculation result to obtain a

“beyond conjecture HOIS” algorithm which improved the multi-parameter imaging

capability for even larger parameter contrast and velocity error duration. Li (2011)

tested elastic version of the multi-parameter imaging conjecture, and the first en-

couraging field data test on the Kristin field dataset warranted field application of

the multi-parameter imaging algorithm. Readers interested in more details of the
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updates and progress of M-OSRP’s imaging project can refer to Weglein et al. (2011).

This dissertation will focus on two topics within the above frame of research:

internal multiple attenuation and multi-parameter acoustic imaging. In the next

section, an overview of this dissertation will be presented.

1.3 Dissertation overview

Chapter 1 of this dissertation provided a brief introduction to general seismic

exploration with processes, methods and challenges. The inverse scattering series and

its application in seismic exploration were then described and discussed to address

the challenges.

Chapter 2 will present the investigation of the sensitivity of 1D ISS internal

multiple attenuation (IMA) algorithm to reference velocity for land application. The

general steps of how to identify an ISS IMA for multi-component (compressional - P,

and shear - S) PP, PS, SP and SS data will be discussed. Followed these steps, the

theoretical calculation of the ISS IMA will be provided for a 1D-layered elastic earth

to analyze the algorithm’s sensitivity to reference velocities (Vp and Vs). Both normal

and non-normal incident cases will be calculated and discussed. The numerical tests

on IMA for isotropic acoustic, acoustic over elastic, anisotropic VTI, and elastic

medium with wrong reference velocity will also be presented to demonstrate the

value of its land application.

Chapter 3 will be devoted to describing the research on ISS multi-parameter
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imaging for a 1D acoustic medium with both velocity and density variation. The

logic of imaging conjecture will be analyzed and justified by presenting an analytic

calculation result of α3 and β3 terms for the two-parameter case. This chapter will

also provide the analytic evaluation and synthetic tests of the multi-parameter LOIS

and HOIS algorithms on different acoustic models, to test the imaging capability

of both algorithms. The algorithms’ imaging strengths will be compared, and the

existing issues will be analyzed and discussed at the end of the chapter.

The last chapter will give a summary on the research documented in this disser-

tation.

21



Chapter 2

Elastic internal multiple

attenuation using inverse

scattering series

2.1 Chapter overview

In section 1, I will first briefly introduce general steps of how to identify an

inverse scattering series (ISS ) internal multiple attenuator (IMA) for elastic case.

In section 2, a 1D elastic IMA will then be calculated to prove its insensitivity to

reference velocities (Vp and Vs). Analytical elastic data will be prepared for the

algorithm to predict the 1st order internal multiples for a 1D 3-layer elastic medium

at both normal incidence case and non-normal incidence cases. In the following

section, a series of numerical examples will first demonstrate 1D acoustic IMA can
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be successfully implimented to acoustic over elastic isotropic and anisotropic VTI

media, and then show the successful prediction with correct and incorrect p-wave

reference velocities for the 1st order internal multiples by using multi-component

geophone dataset. A conclusion will be presented in the last section of this chapter.

2.2 Introduction to elastic internal multiple atten-

uation

The leading order ISS internal multiple attenuation algorithm was first proposed

and tested on field data by Araújo (1994) and Weglein et al. (1997), and later was

progressed into multi-component data in elastic media by Matson (1997). In this

section, I will focus on the key points and some basic workflow of Matson’s derivation

of elastic IMA, to help understand why it automatically predicts the arrival time of

internal multiples in land seismic data.

To identify an elastic ISS IMA basically follows the same steps in calculating the

acoustic IMA (Araújo, 1994; Coates and Weglein, 1996; Weglein et al., 1997). Here,

I only introduce the identification steps for the 1st order elastic IMA, since all higher

orders of IMA follow the same steps:

1. Calculate D = (G0V1G0)m.s.;

2. Define the given quantity B1 referring to an incident plane wave, using the

measured data D;
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3. Select V33 from the ISS 3rd order term (G0V1G0V1G0V1G0)m.s. by restricting

the integral intervals according to the “lower-higher-lower” geometry relation

(the 1st order internal multiple spatial geometry);

4. Calculate V33 using contour integration and residue theorem;

5. Define the given quantity, B3, corresponding to V33;

6. Calculate B33 as a portion of B3 expressed as the “lower-higher-lower” integral

in depth;

7. B33 is the ISS IMA of the 1st order.

Next, I will follow the above steps to briefly go through the logic of deriving the

elastic version of IMA. For elastic case, the first ISS term is expressed as a linear

relation between perturbation and multi-component data (PP, PS, SS and SP data).

D̂ij = Ĝ0iV̂
(1)
ij Ĝ0j. (2.1)

where i, j = P, S, V̂
(1)
ij is the 1st order perturbation operator in the elastic medium,

and G0i, G0j are P wave or S wave causal reference Green’s functions without free

surface:

G0i(xg, zg|xs, zs;ω) =
1

2π

∫ ∞
−∞

1

2iθ1i
eik(xg−xs)eiθ1i|zs−zg |dk. (2.2)

xs and xg are horizontal position of the source and the geophone; zs and zg denote

source and geophone depth, respectively. For P wave and S wave, the vertical wave

number θ1i is defined respectively as,

θ1i = µ = sign(ω)

√
ω2

α2
− k2. (2.3)
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θ1i = η = sign(ω)

√
ω2

β2
− k2. (2.4)

where k is the horizontal wave number, α and β correspond to P-wave and S-wave

velocities in reference medium, respectively.

Inserting the above Green’s function into the integral equation (2.1) and executing

a Fourier transform, the multi-component data can be expressed in the (k, ω) domain

as,

Dij(k1, zg|k2, zs;ω) =
1

2iθ1i
e−iθ1izgV

(1)
ij (k1, k2, θ1i + θ2j)

1

2iθ2j
e−iθ2jzs . (2.5)

Now the incident plane wave B1 in the elastic case can be defined as,

B
(1)
ij (k1, k2, θ1i + θ2j) = − 1

2iθ1i
e−iθ1izgV

(1)
ij (k1, k2, θ1i + θ2j)e

−iθ2jzs

= −2iθ2jDij(k1, zg|k2, zs;ω)

(2.6)

As mentioned in the steps, the first order internal multiple starts from the third

term in the ISS,

V
(33)
ij (k1, k2, θ1i + θ2j) =

∫̃ ∞
−∞

dr̃e−ik1x1eiθ1iz2V
(1)
il (x1, x2, z2)G0l(x2, z2|x3, z4;ω)

V
(1)
lm (x3, x4, z4)G0m(x4, z4|x5, z6;ω)V

(1)
mj (x5, x6, z6)e

iθ2jz6eik2x6

(2.7)

So, the plane-wave incident quantity B3 now is defined as,

B
(3)
ij (k1, k2, θ1i + θ2j) = − 1

2iθ1i
e−iθ1izgV

(33)
ij (k1, k2, θ1i + θ2j)e

−iθ2jzs (2.8)

Finally, as a portion of the above B3 quantity with spatial integration of “lower-

higher-lower” relation, the 1st order elastic internal multiple prediction is (Matson,
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1997),

B
(3)IM
ij (k1, k2, θ1i + θ2j) =

1

(2π)2

∫ ∞
−∞

dk3e
−iθ3l(zg−zs)

∫ ∞
−∞

dk4e
iθ4m(zg−zs)

·
∫ ∞
−∞

dz1B
(1)
il (k1, k3, z1)e

i(θ1i+θ3l)z1

·
∫ z1−ε

−∞
dz2B

(1)
lm (k3, k4, z2)e

−i(θ3l+θ4m)z2

·
∫ ∞
z2+ε

dz3B
(1)
mj(k4, k2, z3)e

i(θ4m+θ2j)z3

(2.9)

The above 1st order elastic IMA is a data-driven algorithm: it automatically re-

constructs the 1st order internal multiples using sub-events which are three primary

events following the “lower-higher-lower” pseudo-depth1 spatial relationship as indi-

cated by the integral variables z1, z2 and z3 (see figure 2.1). Here, the small variable

ε is used to ensure the spatial relationship. It generally takes the value of width

of wavelet in numerical implementation for a band limited dataset. The ISS elastic

IMA algorithm accurately predicts the travel times of all internal multiples at one

time through data convolution and cross-correlation. Since each leg of the predicted

internal multiple can be either P or S, the elastic attenuator suggests that the predic-

tion of the 1st order internal multiples needs multicomponent data, B
(1)
ij in equation

(2.6). When the reference is changed into acoustic medium, the elastic IMA for-

mula, equation (2.9), will be reduced to a simple version, the 1st order acoustic IMA

1Pseudo-depth in ISS-based algorithms is the imaged depth by doing a f -k migration on seismic
data using a constant reference velocity (usually water speed 1500m/s). This is generally a standard
procedure to prepare the input data for ISS-based algorithms.
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1z

3z

2z

1z

3z

2z

+ -

II

Figure 2.1: A cartoon picture demonstrating the mechanism of the 1st order elastic
IMA : two deeper primaries and one shallower primary controlled by pseudo-depths
are used to construct all 1st order internal multiples in one step. The total arrival
time of the predicted internal multiple is the sum of two deeper primaries’ arrival
times subtracted by one shallower primary event’s arrival time.

(Araújo, 1994; Weglein et al., 1997):

b3(kg, ks, ω) =
1

(2π)2

∫ ∞
−∞

dk1e
−iq1(zg−zs)

∫ ∞
−∞

dk2e
iq2(zg−zs)

∫ ∞
−∞

dz1e
i(qg+q1)z1b1(kg, k1, z1)

·
∫ z1−ε

−∞
dz2e

i(−q1−q2)z2b1(k1, k2, z2)

∫ ∞
z2+ε

dz3e
i(q2+qs)z3b1(k2, ks, z3)

(2.10)
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2.3 Reference velocity insensitivity of the 1D elas-

tic IMA

In the previous introduction section, the elastic IMA algorithm is identified

step by step. A key point during the derivation of the IMA is that the reference

background must agree with the actual medium at sources and receivers so as to

keep all perpurbation below measurement surface2.

However, in practice of seismic exploration, the medium property where acqui-

sition surface locates is different between marine cases and land cases. The former

one is an acoustic homogeneous water column, while the latter is an elastic hetero-

geneous layer with generally variable properties. Due to near-surface complexity on

land, it is often difficult to accurately estimate the near-surface P-wave and S-wave

velocities, and hence hard to provide the correct reference velocity for the IMA. So

the scattered field will be different and the perturbation will exist on both sides of

the measurement surface. Strictly speaking, the elastic IMA algorithm should be

rederived, but the new algorithm will be more complicated.

The ISS IMA predicts the arrival times of internal multiples without knowing

subsurface information. Ken Matson’s elastic IMA was synthetically tested with

correct P-wave and S-wave reference velocities in near surface. Results showed it

works robustly, given P- and S- multicomponent data (Matson, 1997). If given an

2This is a convention that when we when derive all ISS algorithms, we assume knowing the
medium above acquisition surface to constrain perturbation. With this assumption, the reference
Green’s function will be much simpler to write down and hence calculation is much more simplified,
than the case of keeping purturbation on both sides of the measurement surface.
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approximate incorrect near-surface velocity as the reference velocity, how robustly

will the elastic IMA work? In this section, I will make theoretical analysis of the

IMA on two analytic cases to investigate whether the 1D elastic IMA is sensitive to

reference velocity. The first part is to consider a 1D normal incidence case, and the

second part is 1D non-normal incidence.

2.3.1 Analytic analysis (part I): 1D normal incidence

First, for a 1D normal incidence case, the elastic IMA is simplified to be,

B
(3)IM
ij (θ1i + θ1j) =

1

(2π)2

∫ ∞
−∞

dz
′

1B
(1)
il (z

′

1)e
i(θ1i+θ1l)z

′
1

∫ z
′
1−ε

−∞
dz

′

2B
(1)
lm (z

′

2)e
−i(θ1l+θ1m)z

′
2∫ ∞

z
′
2+ε

dz
′

3B
(1)
mj(z

′

3)e
i(θ1m+θ1j)z

′
3

(2.11)

Multicomponent effective data need to be prepared for the prediction of the 1st order

internal multiples.

To begin with, let’s prepare analytic data in the time domain for the normal

incidence case,

Dmj(t) =
∑
n

R̃nδ(t− tn) (2.12)

where tn and R̃n are the arrival time and amplitude of the nth seismic event, respec-

tively. Both reflection and transmission coefficients are included in R̃n for refracted

and reflected events.

The analytic multicomponent data can now be expressed in the frequency domain

by conducting a Fourier transform over t, then the data can be rescaled by a reference
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velocity cmj0 :

Dmj(ω) =
∑
n

R̃ne
iωtn (2.13)

Dmj

(
2ω

cmj0

)
=
∑
n

R̃ne
i 2ω

c
mj
0

·
c
mj
0 tn

2
=
∑
n

R̃ne
ikmj0 ·z

mj
n (2.14)

where,

kmj0 =
2ω

cmj0

= θ1m + θ1j (2.15)

zmjn =
cmj0 tn

2
(2.16)

θ1m =

√(
ω

α0

)2

− k21 (2.17)

θ1m =

√(
ω

β0

)2

− k21 (2.18)

cmj0 is the reference velocity, which does not need to be the correct near-surface

velocity in this research. θ1m and θ1j are two vertical wave numbers of the P-wave

(with velocity as α0) or S-wave (with velocity as β0) in the reference medium. zmjn

is the corresponding pseudo-depth with such a reference velocity.

Now we can define the multicomponent effective data by using the above ana-

lytic multicomponent data in the wave-number domain, and then perform an inverse

Fourier transform to express it in the pseudo-depth domain.

B
(1)
mj(k

mj
0 ) = Dmj

(
2ω

cmj0

)
=
∑
n

R̃ne
ikmj0 ·z

mj
n (2.19)

B
(1)
mj(z) =

1

2π

∫ ∞
−∞

B
(1)
mj(k

mj
0 )eik

mj
0 zdkmj0 . (2.20)
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B
(1)
mj(z) =

1

2π

∑
n

R̃nδ(z − zmjn ) (2.21)

Clearly, B
(1)
mj(z) is a series of spikes of plane-wave incidence as required by the algo-

rithm.

By performing a similar procedure, the other two components of effective data

can also be written down immediately as,

B
(1)
lm (z) =

1

2π

∑
n′

R̃n′δ(z − zlm
n′ ) (2.22)

where,

klm0 =
2ω

clm0
= θ1l + θ1m (2.23)

zlm
n′ =

clm0 tn′

2
(2.24)

clm0 =
2ω

θ1l + θ1m
(2.25)

and,

B
(1)
il (z) =

1

2π

∑
n′′

R̃n′′δ(z − zil
n′′ ) (2.26)

where,

kil0 =
2ω

cil0
= θ1i + θ1l (2.27)

zil
n′′ =

cil0 tn′′

2
(2.28)

cil0 =
2ω

θ1i + θ1l
(2.29)

All the above prepared multicomponent effective data are inserted into the 1D

31



Elastic internal multiple attenuation

elastic IMA formula, equation (2.11), then the 1st integral:∫ ∞
z
′
2+ε

dz
′

3B
(1)
mj(z

′

3)e
i(θ1m+θ1j)z

′
3

=

∫ ∞
−∞

dz
′

3H(z
′

3 − z
′

2 − ε) ·

[
1

2π

∑
n

R̃nδ(z
′

3 − zmjn )

]
ei(θ1m+θ1j)z

′
3

=
1

2π

∑
n

R̃nH(zmjn − z
′

2 − ε)ei(θ1m+θ1j)z
mj
n

(2.30)

the 2nd integral:∫ z
′
1−ε

−∞
dz

′

2B
(1)
lm (z

′

2)e
−i(θ1l+θ1m)z

′
2 · 1

2π

∑
n

R̃nH(zmjn − z
′

2 − ε)ei(θ1m+θ1j)z
mj
n

=

∫ ∞
−∞

dz
′

2H
(
z
′

1 − ε− z
′

2

)
·

 1

2π

∑
n′

R̃n′δ(z
′

2 − zlmn′ )

 e−i(θ1l+θ1m)z
′
2

· 1

2π

∑
n

R̃nH(zmjn − z
′

2 − ε)ei(θ1m+θ1j)z
mj
n

=
1

(2π)2

∑
n,n′

R̃n′ R̃nH(z
′

1 − ε− zlmn′ )H(zmjn − zlmn′ − ε)e−i(θ1l+θ1m)zlm
n′ ei(θ1m+θ1j)z

mj
n

(2.31)

The final prediction after the 3rd integral is,

B
(3)IM
ij (θ1i + θ1j) =

1

(2π)5

∑
m,l

∑
n,n′ ,n′′

R̃n′′ R̃n′ R̃nH(zil
n′′ − zlmn′ − ε)H(zmjn − zlmn′ − ε)

· ei(θ1i+θ1l)ziln′′e−i(θ1l+θ1m)zlm
n′ ei(θ1m+θ1j)z

mj
n

(2.32)

Let us discuss the Heaviside functions in the above prediction which control

a “lower-higher-lower” spatial relationship among the combined sub-events by the

three pseudo-depths zil
n
′′ , zmjn , and zlm

n
′ . In another words, only the three sub-events
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(three primaries) spatially satisfying the “lower-higher-lower” pseudo-depth relation-

ship can constitute the predicted internal multiples of the 1st order. Notice that the

leading order internal multiples expressed in equation (2.32) are predicted at one time

since the summation over all types of combination of P-leg and S-leg of sub-events

satisfying spatial “lower-higher-lower” relationship. This is an amazingly powerful

prediction.

Now we consider whether all the predicted 1st order internal multiples have ac-

curate arrival times. Let’s examine the phase of the exponential functions in the

prediction:

ei(θ1i+θ1l)z
il
n′′e−i(θ1l+θ1m)zlm

n′ ei(θ1m+θ1j)z
mj
n

= e
i(θ1i+θ1l)

tn′′
2

2ω
θ1i+θ1l e

−i(θ1l+θ1m)
tn′
2

2ω
θ1l+θ1m e

i(θ1m+θ1j)
tn
2

2ω
θ1m+θ1j

(2.33)

The equation analytically shows that all the reference velocities are cancelled out

in the phase calculation, leaving predicted travel times independent of reference

velocities. This is a surprising result which means the 1D elastic IMA has no difficulty

in predicting different arrival times if we choose various incorrect reference velocities.

After performing an inverse Fourier transform over the prediction, equation (2.32)

becomes,

B
(3)IM
ij (t) =

1

2π

∫ ∞
−∞

B
(3)IM
ij (ω)e−iωtdω

=
1

(2π)6

∑
m,l

∑
n,n′ ,n′′

R̃n′ R̃n′′ R̃nH(zil
n
′′ − zlm

n
′ − ε)H(zmjn − zlmn′ − ε)

· δ [t− (tn′′ + tn − tn′ )]

(2.34)

This is the result of the prediction in time domain. In summary, the above analytic

result proves that the 1D elastic IMA algorithm is independent of reference velocity
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chosen and accurately predicts all the 1st order internal multiples for the normal

incidence case.

2.3.2 Analytic analysis (part II): 1D non-normal incidence

In this section, I will analytically prove that for 1D non-normal incidence case

(see the layout of the experiment in figure 2.2), the 1D elastic IMA is also indepen-

dent of reference velocity and predicts the accurate arrival times of all leading-order

internal multiples.

M.S.

Figure 2.2: A cartoon picture of the experiment layout for a 1D non-normal incidence
elastic case: xh is the offset between sources and geophones.
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For non-normal incidence case, the pre-stack analytical data is expressed as the

following equation,

Dmj(xh, 0;ω) =
1

2π

∫ ∞
−∞

dkmjh

∑
n R̃

mj
n eiωt

v
n

iqms
eik

mj
h xh (2.35)

where R̃mj
n is the nth event amplitude including transmission and reflection coeffi-

cients, and tvn is the vertical travel-time of the nth event, which satisfies the following

relationship for primary events:

ωtvn =
n∑
d=0

kmjz,d(zd − zd−1), d = 1, 2, 3, ...n (z0 ≡ 0) (2.36)

where kmjz,d = qjg,d + qms,d is the vertical wavenumber for the real earth in the dth layer

with real depth at zd. And xh = xg−xs
2

is the source-receiver offset, and kmjh is its

corresponding Fourier conjugate and expressed in the following equation,

kmjh = kjg + kms =

√(
ω

cj

)2

− θ21j +

√(
ω

cm

)2

− θ21m (2.37)

cj and cm are two real P-wave or S-wave velocities in the acquisition layer, θ1j and

θ1m are two vertical wavenumbers in the measurement layer.

Performing an inverse Fourier transform over kmj0 to define it in the pseudo-depth

domain as,

B
(1)
mj(kg, ks, z) =

∑
n

R̃mj
n δ(z − zmjn )δ(kjg − kms ). (2.38)

For 1D earth, kjg = kg = kms = ks. We rewrite the above effective data as the

following form to input into the IMA algorithm,

B
(1)
mj(k4, k2, z

′

3) =
∑
n

R̃mj
n δ(z

′

3 − zmjn )δ(k4 − k2). (2.39)
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Following the similar procedure as above, we can define other component effective

data as,

B
(1)
il (k1, k3, z

′

1) =
∑
n′

R̃il
n′δ(z

′

1 − ziln′ )δ(k1 − k3). (2.40)

where zil
n′ =

cil0 t
v
n′

2
, cil0 = 2ω

θ1i+θ3l
, and,

ωtvn′ =
n′∑
d′=0

kilz,d′(zd′ − zd′−1), d′ = 1, 2, 3, ...n′ (z0 ≡ 0). (2.41)

And,

B
(1)
lm (k3, k4, z

′
2) =

∑
n′′

R̃lm
n′′δ(z′2 − zlmn′′ )δ(k3 − k4). (2.42)

where zlmn′′ =
clm0 tv

n′′
2

, clm0 = 2ω
θ3l+θ4m

, and,

ωtvn′′ =
n
′′′∑

d′′=0

klmz,d′′(zd′′ − zd′′−1), d′′ = 1, 2, 3, ...n′′ (z0 ≡ 0). (2.43)

For 1D earth and zg = zs, the above multi-component effective data is inserted

into the elastic IMA formula:

B
(3)IM
ij (k1, k2, θ1i + θ2j) =

1

(2π)2

∫ ∞
−∞

dk3

∫ ∞
−∞

dk4

∫ ∞
−∞

dz
′

1B
(1)
il (k1, k3, z

′

1)e
i(θ1i+θ3l)z

′
1

·
∫ z

′
1−ε

−∞
dz

′

2B
(1)
lm (k3, k4, z

′

2)e
−i(θ3l+θ4m)z

′
2

·
∫ ∞
z
′
2+ε

dz
′

3B
(1)
mj(k4, k2, z

′

3)e
i(θ4m+θ2j)z

′
3 .

(2.44)

After using the same mathematical calculation as the normal incidence case, the
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final result is:

B
(3)IM
ij (k1, k2, θ1i + θ2j) =

1

(2π)2

∑
m,l

∑
n,n′,n′′

R̃il
n′R̃lm

n′′R̃mj
n

·H
(
zmjn − zlmn′′ − ε

)
H
(
ziln′ − zlmn′′ − ε

)
δ(k1 − k2)

· ei(θ1i+θ1l)ziln′e−i(θ1l+θ1m)zlm
n′′ei(θ1m+θ1j)z

mj
n .

(2.45)

or,

B
(3)IM
ij (k1, k2, θ1i + θ2j) =

1

(2π)2

∑
m,l

∑
n,n′,n′′

R̃il
n′R̃lm

n′′R̃mj
n

·H
(
zmjn − zlmn′′ − ε

)
H
(
ziln′ − zlmn′′ − ε

)
δ(kg − ks)

· ei(θ1i+θ1l)ziln′e−i(θ1l+θ1m)zlm
n′′ei(θ1m+θ1j)z

mj
n .

(2.46)

Now we will examine the predicted arrival times of all 1st order internal multiples

by calculating the phase in the above exponential functions. The pseudo-depths

expression are substituted into it, then

ei(θ1i+θ1l)z
il
n′e−i(θ1l+θ1m)zlm

n′′ei(θ1m+θ1j)z
mj
n

= e
i(θ1i+θ1l)

tv
n′
2

2ω
θ1i+θ1l e

−i(θ1l+θ1m)
tv
n′′
2

2ω
θ1l+θ1m e

i(θ1m+θ1j)
tvn
2

2ω
θ1m+θ1j

= eiω(tvn′+t
v
n−tvn′′)

(2.47)

In the above result, the reference velocities are cancelled out in the calculation of

predicting the arrival times of the 1st order internal multiples. This means that the

vertical-travel times of predicted multiples are independent of reference velocities.

This is same result seen in the normal incidence case.

The above result is inserted back to the final prediction result and a Fourier

transform is performed over kh to get the prestack version of the predicted internal
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multiples as,

B
(3)predIM
ij (xh, 0;ω) =

1

(2π)3

∫ ∞
−∞

dkijh
eik

ij
h xh

iqs
·
∑
m,l

∑
n,n′ ,n′′

R̃il
n′ R̃lm

n′′ R̃mj
n

·H
(
zmjn − zlmn′′ − ε

)
H
(
zil
n′ − zlmn′′ − ε

)
e
iω

(
tv
n
′+t

v
n−tv

n
′′

)
.

(2.48)

where kijh = kjg + kis =

√(
ω
cj

)2
− θ21j +

√(
ω
ci

)2
− θ21i.

2.4 Numerical tests

In the previous section, I provide a theoretical analysis on both normal and non-

normal incidence cases for a laterally invariant elastic medium that the 1D elastic

IMA algorithm can accurately predict the arrival times of all the 1st order internal

multiples without depending on the accuracy of used reference velocities. This is a

surprising but encouraging result since it solves a practical issue due to near surface

complexity for land exploration. Meanwhile, note that the amplitude of the pre-

dicted multiples contains extra transmission coefficients of the two deeper primaries

convolved in the algorithm, so the predicted amplitude is attenuated by such extra

transmission effect, and hence an adaptive subtraction is needed to eliminate the 1st

internal multiples from whole data.

2.4.1 Tests on acoustic over elastic media

Hsu and Weglein (2008) analytically demonstrated that the 1D acoustic IMA

developed by ISS, equation (2.10), is insensitive to reference velocity in the prediction
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of all 1st order internal multiples, so a reasonable and interesting question will be

whether we can implement the acoustic IMA into acoustic over elastic media, or

in another words, whether the acoustic IMA accurately predicts converted internal

multiples with both p-legs and s-legs. The answer to this question is important since

the result of acoustic IMA can be a supplimental tool in land seismic data processing

in which internal multiples are very hard to identify and near-surface property is

complicated. In this part, I test the 1D acoustic IMA in acoustic over isotropic and

anisotropic elastic media, to provide further confidence of implementation of both

1D acoustic and elastic IMA into land seismic exploration.

To get a sense of the accuracy of 1D acoustic IMA prediction, I first test it on a 5-

layer acoustic medium with p-wave velocity, density, and Q variation. The predicted

internal multiples and a comparison with the original input shot gather are shown in

figure 2.3. The acoustic IMA algorithm precisely predicts all arrival times of the 1st

order internal multiples with only p-legs since this is an acoustic medium. All the

primaries are not predicted and not touched. Even the primary very close to one of

the predicted internal multiples is not predicted in the result, as highlighted by the

yellow parabolic dashed line in the picture. This result examines and confirms the

validity and effectiveness of the acoustic IMA algorithm.

A closer zoom-in comparison (see figure 2.4) between the predicted internal mul-

tiples and the input shot gather shows that both the amplitude and wavelet of the

prediction are different from the input data. This is because the combination of

using sub-events (“lower-higher-lower” constitution of three primary events) leads to

an extra transmission effect (two more transmission coefficients of the two deeper
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Predicted internal multiples

Input shot gather

--primaries
PP

PPPP

PPPPPP

PPPPPPPP

PPPPPPPPPP

Primaries are not predicted

Figure 2.3: Predicted 1st order internal multiples on a 5-layer acoustic medium: left-
hand side is the input shot gather where all 5 p-leg primaries are denoted by red
letters, and the right-hand side is the prediction of the 1st order internal multiples.
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primaries are multiplied in the final amplitude, and hence lead to an attenuated pre-

diction of the internal multiple’s amplitude), and result in the wavelet convolution

of three sub-events (A convolution of three events are definitely different from the

original one if the wavelet is not 1.). Thus an adaptive subtraction is needed for a

further operation after the prediction so as to eliminate the coherent noise.

Wavelet in predicted multiplesWavelet in input data

Figure 2.4: A zoom-in comparison of amplitude prediction and wavelet difference
between predicted 1st order internal multiples and input shot gather.

After the examination of the acoustic IMA, I use it to test acoustic over elastic

media to check the extent of its validity and gain confidence before it is implemented

into multi-component land data. Figure 2.5 shows the prediction and comparison
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with input shot gather for a 3-layer acoustic over isotropic elastic medium with varia-

tion of p-wave velocity, s-wave velocity, density, and Q compensation. The prediction

result is encouraging: all 1st order internal multiples (denoted by yellow letters in

the picture) including the converted s-leg internal multiples are accurately predicted.

This test result demonstrates that the 1D acoustic ISS IMA can be effectively used

for a medium with both acoustic and elastic properties. This is in accordance with

the theory behind IMA since IMA uses three sub-events to reconstruct internal mul-

tiples, no matter whether the three sub-events are compressional waves or converted

waves. However, there is still the problem of predicted amplitude and wavelet which

can be addressed by a further adaptive subtraction skill or by using the elimination

algorithm developed by M-OSRP.

Where anisotropic medium can be present as a real situation, I also implement

the 1D acoustic IMA to an acoustic over elastic anisotropic VTI medium. The result

is displayed in figure 2.6. I use the same 5-layer acoustic over elastic model but

add an anisotropic velocity variation (VTI) instead of the original isotropic velocity.

The VTI effect can be clearly observed in the far offset ends where vertical velocity

is apparently slower than the previous isotropic case for the same primary events.

Again, the arrival times of all 1st order (and 2nd order due to using the code which

includes the prediction of it) internal multiples are correctly predicted, including

the all p-leg and the converted internal multiples. The weakened amplitude and

wavelet correction still requires further attention before applying subtraction to the

original input data. Figure 2.7 displays the prediction after NMO3 operation, so

3NMO stands for normal moveout. NMO is the procedure in seismic processing that compensates
for the effects of the separation between seismic sources and receivers in the case of a horizontal
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Predicted internal multiples

Input shot gather

PP

PPPP

PPSP

PSSP

PPPPPP

PPSPPP

PPSPSP

PPSSSP
PPPPPPPP

PSSSSP

PPSPPPPP

--primaries

--1st order IMs
--2nd order IMs

Figure 2.5: A comparison between the input shot gather and the predicted internal
multiples for an acoustic over isotropic elastic medium: for a clearer further com-
parison, the 2nd order internal multiples denoted by white letters are also predicted
by using the 1D acoustic IMA code which has included the prediction.
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the characteristic “hockey-stick effect”4 (see figure 2.7 for an example) for the VTI

medium is present. But the time prediction is also correct at far offsets for the VTI

medium.

Predicted internal multiples

Input shot gather

PP

PPPP

PPSP

PSSP

PPPPPP

PPSPPP

PPSPSP

PPSSSP

PPPPPPPP

PSSSSP

PPSPPPPP

--primaries

--1st order IMs
--2nd order IMs

Figure 2.6: The IMA prediction for an acoustic over anisotropic elastic VTI medium

reflector. -From Schlumberger Oilfield Glossary: http://www.glossary.oilfield.slb.com
4VTI anisotropy caused by horizontal layering in the geology results in seismic velocities that

vary with source-receiver offset or angle and produces the well known hockey stick effect on the far
offsets.
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Hockey-stick effect

Input Predicted Multiples

Time is also correct at 
far offsets in presence 
of anisotropy

Figure 2.7: The same prediction result of previous VTI medium with NMO: the
arrival time prediction at far offsets is also accurate, as denoted by the yellow dashed
horizontal line.
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2.4.2 Tests on elastic multi-component geophone data

In this section, I will numerically show the prediction results by diliberately

using two different sets of reference velocity: one test is to use a correct P-wave

velocity in the model’s first layer as the reference velocity, while the other is to use a

wrong reference as a comparison. The tested model below, shown in figure 2.8, is the

one designed by Matson in his PhD thesis (Matson, 1997) where he used correct p-

wave velocity and shear velocity as reference velocities for predicting elastic internal

multiples including converted waves.

The multi-component seismic data are collected by (X, Y, Z) three directions,

termed as inline, crossline and vertical orientation. I show here the predicted in-

ternal multiples of the data in XX and YY directions, respectively, for the above

3-layer elastic model. As a comparison, I tested the algorithm by using two refer-

ence velocities (c0 = 1500m/s and c0 = 1000m/s). The results are shown in the

following figures (2.9, 2.10, 2.11, and 2.12). Through the comparison among those

predictions, we can determine the arrival times of the 1st order internal multiples

are accurately predicted, regardless of the reference velocities used in the algorithm.

Since the algorithm is an attenuator, higher than the 1st order internal multiples

are not predicted. But amplitude of them are altered, and the amplitude of the 1st

order internal multiples is also weaker than the actual one, due to extra transmission

coefficients of deeper subevents used to construct internal multiples in the algorithm.
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Figure 2.8: A 3-layer elastic model to test reference velocity insensitivity: in the
model, p-wave velocity, s-wave velocity and density are all varied to simulate an
approximated earth structure for multi-component data.
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Figure 2.9: Predicted 1st order internal multiples in XX direction using c0 =
1500m/s: left-hand side is the XX direction input shot gather, and the right-hand
side is the prediction.
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Figure 2.10: Predicted 1st order internal multiples in XX direction using c0 =
1000m/s: left-hand side is the XX direction input shot gather, and the right-hand
side is the prediction.
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Figure 2.11: Predicted 1st order internal multiples in YY direction using c0 =
1500m/s: left-hand side is the YY direction input shot gather, and the right-hand
side is the prediction.
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Figure 2.12: Predicted 1st order internal multiples in YY direction using c0 =
1000m/s: left-hand side is the YY direction input shot gather, and the right-hand
side is the prediction.
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2.5 Conclusion

In this chapter, I prove that 1D elastic inverse scattering series (ISS ) internal

multiple attenuator (IMA), equation (2.9) in Matson (1997) is insensitive to reference

velocity by providing step-by-step analytic calculation for a laterally invariant elastic

medium at normal and non-normal incidence cases. In land seismic exploration, the

near-surface property can be heterogeneous and complicated to approximate, which

in turn introduces complexity to suggest a proper reference background medium

representing the near-surface overall property. The insensitivity to reference velocity

for the ISS IMA excludes the above concern and provides validity when implementing

the elastic IMA algorithm into land data processing. It also keeps the advantage and

demultiple capability of ISS IMA without knowing any subsurface information.

The insensitivity property of the 1D elastic IMA also indicates that 1D acoustic

IMA can be implemented for the elastic case, or acoustic over complicated elastic

media (isotropic and anisotropic VTI), and still offers value for predicting internal

multiples arrival times accurately. The successful numerical tests, displayed in the

later part of this chapter, convince us of the added value of 1D acoustic IMA. A

multi-component geophone dataset is also tested successfully in the last part, which

directly demonstrates the confidence to implement the ISS IMA to the land case,

and eventually to field datasets.
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Chapter 3

Multi-parameter imaging

algorithms using inverse scattering

series

3.1 Chapter overview

Imaging challenges in a complex earth can be a significant obstacle to seismic

effectiveness. The purpose of the research presented here is to extend the velocity

only varying acoustic leading- and higher-order imaging methods of F. Liu (Shaw

et al., 2002; Shaw and Weglein, 2003; Shaw, 2005; Liu et al., 2004, 2005; Liu, 2006)

to a multi-parameter earth. In this chapter, I will first give a brief background

introduction to the imaging research project delivered by the pioneers in the M-

OSRP, and describe the roles and connection of the multi-parameter imaging research
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in the whole imaging project. In the following section algorithm development, a clear

analytic derivation of a two-parameter imaging algorithm is shown for a 1D acoustic

medium with both velocity and density variations. The analytic calculation of the 3rd

ISS term leads to a closed form of the leading order multi-parameter imaging which

justifies the imaging conjectures by Weglein (Jiang and Weglein, 2008). To further

gain full confidence of the effectiveness and efficiency of the implementation of the

conjectured multi-parameter imaging algorithms, a series of numerical tests using

both analytic data (Jiang et al., 2009) and synthetic data are conducted, examined,

compared, and discussed in the section of algorithm tests. A short discussion and

conclusion will then be presented in the last section of this chapter.

3.2 Background introduction

Many pressing challenges in current seismic exploration can be addressed by

using the inverse scattering series (ISS ) (Weglein, 1985; Weglein et al., 1997, 2003).

For instance, depth imaging using ISS proceeds without knowing any subsurface

information (subsurface velocity fields, for example). The development of depth

imaging algorithm at M-OSRP proceeds in stages:

Stage (1) - for a 1D one parameter (velocity variation only) acoustic medium,

a leading order imaging sub-series (LOIS ) is identified and tested in Weglein et al.

(2000), Shaw et al. (2002),Shaw and Weglein (2003), and Shaw (2005). It works for a

layered medium with small velocity contrasts, because this imaging series is a partial

capture of the whole imaging series. The LOIS can be written as a closed form.
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Stage (2) - for a multi-D one parameter (velocity variation only) acoustic medium,

a laterally-variant acoustic medium with large velocity contrasts is considered. The

calculation of the ISS terms in the multi-D medium leads to more imaging terms

including new imaging terms that can not be identified in the 1D medium. These

terms deal with the lateral variations of the medium. By capturing more imaging

terms than the LOIS in the 1D acoustic case, a higher order imaging sub-series

(HOIS ) and corresponding closed form are identified and numerically tested on a

salt model with lateral variation and large velocity contrasts (Liu et al., 2004, 2005;

Liu, 2006). The numerical test result indicates the HOIS imaging algorithm works

very well for a multi-dimensional acoustic medium with velocity variation only. The

logic connection and understanding between the LOIS and HOIS closed forms for

depth-imaging have been analyzed in Zhang et al. (2007).

Stage (3) - To advance the ISS imaging algorithm application to the real earth

which is a multi-parameter medium, it is necessary to derive a multi-parameter

(velocity, density variation etc.) ISS imaging algorithm. In this stage, starting with

the simplest model, a multi-parameter 1D acoustic medium is studied. An imaging-

only term is identified in Zhang and Weglein (2005) for a layered acoustic medium

with both velocity and density variations. Following the philosophy of identifying

the LOIS and HOIS algorithm, a conjectured imaging algorithm for the 1D two-

parameter acoustic medium was proposed by Weglein in 2007. This was further

extended to multi-D multi-parameter acoustic and elastic cases. The extension is

done by substituting the integral in the imaging-only term of the one-parameter

case with the integral of the imaging-only term under the multi-parameter case. The

55



Multi-parameter imaging

final expression of the imaging formula for a multi-parameter medium (either acoustic

or elastic) is expressed as a shifted data-set scaled by a constant subjected to the

imaged seismic model. For example, for the 1D two-parameter acoustic medium,

the conjectured imaging algorithm indicates that the two parameters will be imaged

together as a composite. In other words, the imaging task does not distinguish which

parameter, either velocity or density, should be recognized to image, but recognizes

them as a combined form linear to the measured data set - a “composite”. If there is

no variation in the velocity parameter of the medium, then the imaging algorithm will

shut down automatically. To justify the conjectured imaging algorithm, higher ISS

terms need to be calculated so that higher order imaging-only terms can be identified

and collected to develop an imaging algorithm in the multi-parameter case.

Stage (4), stage (5) and stage (6) respectively, are for a multi-D multi-parameter

acoustic medium, for a 1D/multi-D multi-parameter elastic medium, and for a model

type independent depth imaging algorithm. The imaging algorithm development for

the former two stages will be continued following stage (3) in the way to justify

Weglein’s imaging conjectures. The last stage is the ultimate objective to develop

the ISS imaging algorithm - the model type independent ISS imaging algorithm

which means to image the medium by using the same algorithm without interference

from the underlying imaged medium whether it is acoustic, elastic, or inelastic.

It is important to mention that all of the imaging algorithms have been developed

or will be developed without knowledge of any priori information of the subsurface

– to image directly the subsurface medium using only the data set collected on the

measurement surface and the chosen reference wavefield (Weglein et al., 2003).
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The research in this chapter presents an effort to advance research within stage

(3). As a starting point, a laterally-invariant acoustic medium with both velocity

and density variation (two parameters) will be considered and studied here.

3.2.1 1D two-parameter acoustic medium

To study a 1D two-parameter acoustic medium, let us first consider the 3D

acoustic wave equations in the actual and reference medium (Zhang and Weglein,

2005), [
ω2

K(r)
+∇ · 1

ρ(r)
∇
]
G(r, rs;ω) = δ(r− rs),[

ω2

K0(r)
+∇ · 1

ρ0(r)
∇
]
G0(r, rs;ω) = δ(r− rs).

(3.1)

where G and G0 are the actual and reference Green’s functions, or wavefields, respec-

tively, for a single temporal frequency, ω. K = c2ρ, is P-bulk modulus, c is P-wave

velocity and ρ is the density. The quantities with subscript “0” are in the reference

medium, otherwise, they are in the actual medium.

The perturbation operator is therefore defined as,

V = L0 − L =
ω2α

K0(r)
+∇ · β

ρ0(r)
∇, (3.2)

where α = 1− K0

K
, β = 1− ρ0

ρ
.

Similar to operator V , we also expand α and β in orders of the data, considering a

1D acoustic medium,

α(z) = α1(z) + α2(z) + ...

β(z) = β1(z) + β2(z) + ...

(3.3)

57



Multi-parameter imaging

3.2.2 Results of the first two ISS terms

Using the expansions of α and β, and inserting equation (3.2) into the ISS,

equation (1.7) and equation (1.8), yields the 1st order and 2nd order approximations

to the two parameters (Zhang and Weglein, 2005):

D(z, θ) = −ρ0
4

[
1

cos2 θ
α1(z) +

(
1− tan2 θ

)
β1(z)

]
, (3.4)

and,

1

cos2 θ
α2(z) +

(
1− tan2 θ

)
β2(z)

= −1

2

1

cos4 θ
α2
1(z)− 1

2

(
tan4 θ + 1

)
β2
1(z) +

tan2 θ

cos2 θ
α1(z)β1(z)

− 1

2

1

cos4 θ
α1
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′ +
1

2

(
tan4 θ − 1

)
β1
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′.

(3.5)

Here we have already made an inverse Fourier transform with respect to −2qg from

the original equation, and set zg = zs = 0 for simplicity. For the two parameters

case, the imaging-only terms were identified in equation (3.5) as the integral terms

in Zhang and Weglein (2005).

3.2.3 Conjectured multi-parameter imaging algorithms

In this section, a series of conjectured imaging algorithms, first proposed by

Weglein, for both acoustic and elastic multi-parameter media are introduced, and

the logic behind the development of those algorithms is described.

Let us take a retrospect on the LOIS imaging algorithm development of the 1D

velocity-only acoustic medium at normal incidence (Weglein et al., 2000; Shaw et al.,
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2002; Shaw and Weglein, 2003; Shaw, 2005). The first three orders imaging-only

terms captured in the LOIS imaging algorithm are respectively,

α1(z), −1

2

dα1(z)

dz

∫ z

−∞
α1(z

′)dz′,
1

8

d2α1(z)

dz2

[∫ z

−∞
α1(z

′)dz′
]2
.

In the above three terms, the z is a pseudo-depth obtained by re-scaling time with

a reference velocity (for example water speed). The derivatives outside the integrals

are analyzed as “attention-needed terms”, and the integrals are “attention-provided

terms”(proposed and discussed by Weglein in 2005/2006 M-OSRP annual reports).

The attention-needed term indicates the local amplitude variation of the imaged

parameter with respect to depth z. (The parameter is the velocity for the 1D acoustic

medium considered above, for instance.) This local amplitude variation examination

will show the local medium property variations (including real velocity change) of

the seismic model. If the local properties changed, this term puts the attention

light on. If and only if the reference velocity used to locate the parameter to the

pseudo-depth z is different from the real velocity in the seismic model, then the

“attention-provided term” will be turned on to correct the migration effect by using

the wrong reference velocity. The correction will be accumulated from the above

medium down to the current pseudo-depth z by doing the integral of the velocity

difference in the 1st order. For example, in the above three terms, α1(z) is the 1st

order of the velocity parameter. The derivative of α1(z) indicates at pseudo-depth

z the velocity parameter needs “attention” by comparing the local velocity with the

reference velocity. If the local velocity is different from the reference velocity used

in the inverse scattering series, then, the integral term will provide “attention” by

summing together the velocity difference down to the current pseudo-depth z. In
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another words, if the used reference velocity is exactly the velocity of the underlying

imaged medium, the integral term shuts down, therefore no imaging task is needed:

the imaging result is correct by using reference velocity.

By adding together all of the leading order imaging-only terms like the above three

terms in the higher order ISS terms, the leading order imaging sub-series closed form

was obtained,

αLOIS(z) = α1

(
z − 1

2

∫ z

−∞
α1(z

′)dz′
)
. (3.6)

The closed form above is a shifted “attention-needed term” by a quantity of the

“attention-provided term”.

Now let us take a look at the imaging-only term for the multi-parameter acoustic

medium in equation (3.5). Rewritten in the following form:

−1

2

1

cos2 θ

[
1

cos2 θ
α1(z) +

(
1− tan2 θ

)
β1(z)

] ∫ z

−∞
[α1(z

′)− β1(z′)] dz′

The “attention-needed terms” turn out to be the combination term of the two

parameters α1(z) and β1(z) in the bracket, and the corresponding “attention-provided

term” is the integral of α1(z) − β1(z) which only takes care of the velocity change

(Zhang and Weglein, 2005). If there is no velocity change in the medium, the integral

shuts down and the imaging task is not needed. The logic here is following the same

logic as we stated above for the 1D one-parameter acoustic medium case. So, based
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on this logic comparison, Weglein’s imaging conjecture is proposed for the 1D two-

parameter acoustic medium:

DLOIS(z, θ) =
1

cos2 θ
α1

(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′
)

+
(
1− tan2 θ

)
β1

(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′
)

= − 4

ρ0
DPP

(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′, θ
)

(3.7)

where DPP (z, θ) is PP-only data (compressional wave only) for an acoustic medium,

and expressed in equation (3.4).

Following the same philosophy and logic of the “attention-needed term” and the

“attention-provided term”, the above conjecture was extended to a multi-D multi-

parameter acoustic and elastic media, by directly substituting the original one-

parameter “attention-provided term” with the multi-parameter “attention-provided

term” expressed in the multi-parameter shifted “attention-needed term”.

The following formula are conjectured LOIS imaging closed forms and their ex-

tended HOIS imaging algorithms for both acoustic and elastic cases.

1. Extended 1D three-parameter elastic PP data only LOIS algorithm:

DLOIS(z, θ) = −4DPP

(
z − 1

2

1

cos2 θ

∫ z

−∞

(
a1γ(z

′)− a1ρ(z′)
)
dz′
)

(3.8)

where DPP (z, θ) is the PP component data in this elastic case, and is expressed

as,

DPP (z, θ) = −1

4

(
1 + tan2 θ

)
a1γ(z)− 1

4

(
1− tan2 θ

)
a1ρ(z) + 2

β2
0 sin2 θ

α2
0

a1µ(z).

(3.9)
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where a1ρ(z), a1γ(z), a1µ(z) are the 1st order approximations of density, bulk mod-

ulus and shear modulus variations, respectively. More details regarding the

definitions of these parameters can be found in Zhang and Weglein (2006).

2. Extended 1D multi-parameter HOIS algorithms:

(i). for a 1D two-parameter acoustic medium,

DHOIS

(
z +

1

2

∫ z

−∞

α1(z
′)− β1(z′)

cos2 θ − 0.25 (α1(z′)− β1(z′))
dz′
)

= DPP (z, θ)

(3.10)

where DPP (z, θ) is expressed as,

DPP (z, θ) = −ρ0
4

(
1

cos2 θ
α1(z) +

(
1− tan2 θ

)
β1(z)

)
. (3.11)

(ii). for a 1D three-parameter elastic PP data only case,

DHOIS

(
z +

1

2

∫ z

−∞

a1γ(z
′)− a1ρ(z′)

cos2 θ − 0.25
(
a1γ(z

′)− a1ρ(z′)
)dz′) = DPP (z, θ)

(3.12)

where the PP data is defined in equation (3.9).

It is quite straightforward to extend the above 1D acoustic and elastic HOIS

closed forms to a multi-D multi-parameter acoustic and elastic imaging closed

forms.

3. For an acoustic medium,

DHOIS

(
x, y, z +

1

2

∫ z

−∞

α1(x, y, z
′)− β1(x, y, z′)

cos2 θ − 0.25 (α1(x, y, z′)− β1(x, y, z′))
dz′
)

= DPP (x, y, z, θ)

(3.13)
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4. For PP data in an elastic medium,

DHOIS

(
x, y, z +

1

2

∫ z

−∞

a1γ(x, y, z
′)− a1ρ(x, y, z′)

cos2 θ − 0.25
(
a1γ(x, y, z

′)− a1ρ(x, y, z′)
)dz′) = DPP (x, y, z, θ)

(3.14)

The multi-D dataset D(x, y, z, θ), for the acoustic case, is PP only data; for ocean

bottom measurements and an elastic medium, it can be a multi-component PP, PS,

SP, or SS dataset.

To justify Weglein’s imaging conjecture, I will examine it on the 1D two-parameter

acoustic medium by calculating and capturing higher imaging-only ISS terms in the

following section. Due to an exponential increase in the complexity of the calculation

for higher and higher ISS terms, a good method is to calculate as few ISS terms

as possible, identify a similar mathematical pattern in higher order terms, and then

conclude an imaging sub-series and closed form from those similar terms. The follow-

ing sections are based on this idea and examine the conjectured imaging algorithm

for the two-parameter acoustic medium.

3.3 Derivation of two-parameter acoustic imaging

algorithms

This section aims to identify a multi-parameter imaging algorithm by analyti-

cally calculating and capturing some imaging-only terms hidden in the higher order

ISS terms for a laterally-invariant two-parameter acoustic medium, so as to jus-

tify the conjecture philosophy and the corresponding conjectured imaging form of
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equation (3.7).

3.3.1 Analytic derivation of the 3rd order ISS term

Let me start with the calculation of the ISS third term,

−G0V3G0 = G0V2G0V1G0 +G0V1G0V2G0 +G0V1G0V1G0V1G0. (3.15)

where,

G0V3G0 =

∫∫ ∞
−∞

dx′dz′G0(xg, zg;x
′, z′)V̂3(x

′, z′)G0(x
′, z′;xs, zs) (3.16)

G0V2G0V1G0 =

∫∫ ∞
−∞

dx′dz′
∫∫ ∞

−∞
dx′′dz′′G0(xg, zg;x

′, z′)V̂2(x
′, z′)G0(x

′, z′;x′′, z′′)

·V̂1(x′′, z′′)G0(x
′′, z′′;xs, zs) (3.17)

G0V1G0V2G0 =

∫∫ ∞
−∞

dx′dz′
∫∫ ∞

−∞
dx′′dz′′G0(xg, zg;x

′, z′)V̂1(x
′, z′)G0(x

′, z′;x′′, z′′)

·V̂2(x′′, z′′)G0(x
′′, z′′;xs, zs) (3.18)

G0V1G0V1G0V1G0 =

∫∫ ∞
−∞

dx′dz′
∫∫ ∞

−∞
dx′′dz′′

∫∫ ∞
−∞

dx′′′dz′′′

G0(xg, zg;x
′, z′)V̂1(x

′, z′)G0(x
′, z′;x′′, z′′)V̂1(x

′′, z′′)

G0(x
′′, z′′;x′′′, z′′′)V̂1(x

′′′, z′′′)G0(x
′′′, z′′′;xs, zs). (3.19)

For the 1D two-parameter acoustic medium, the perturbation defined in equation

(3.2) becomes,

V̂n(x′, z′) =
ω2

K0

αn(z′) +
βn(z′)

ρ0

∂2

∂x′2
+

1

ρ0

∂

∂z′
βn(z′)

∂

∂z′
n = 1, 2, 3... (3.20)
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and a 2D Green’s function bilinear form is used in calculation, which is defined as,

G0(x
′, z′;x′′, z′′) =

ρ0
(2π)2

∫∫ ∞
−∞

dkx
′dkz

′ e
ikx

′(x′−x′′)eikz
′(z′−z′′)

k2 −
(
kx
′2 + kz

′2
) . (3.21)

After mathematical calculation1, the third term turns out to be,

1

cos2 θ
α3(z) +

(
1− tan2 θ

)
β3(z)

= − 1

cos4 θ
[α1(z)− β1(z)] [α2(z)− β2(z)] +

1

4

1

cos2 θ
β2
1(z) [α1(z)− β1(z)]

+
1

8

1

cos4 θ
β1(z) [α1(z)− β1(z)]2 − 5

16

1

cos6 θ
[α1(z)− β1(z)]3

− 1

2

1

cos4 θ
α1
′(z)

∫ z

−∞
[α2(z

′)− β2(z′)] dz′

− 1

2

1

cos4 θ
α2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

(
tan4 θ − 1

)
β1
′(z)

∫ z

−∞
[α2(z

′)− β2(z′)] dz′

+
1

2

(
tan4 θ − 1

)
β2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 1

8

1

cos6 θ
α1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

− 1

8

1

cos4 θ

(
1− tan2 θ

)
β1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

− 1

4

3

cos6 θ
α1(z)α1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

3

cos6 θ
β1(z)α1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ + 1

)
α1(z)β1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ − 1

)
β1(z)β1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

1Detailed mathematical derivation can be found in the Appendix part in this dissertation.
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− 1

4

1

cos4 θ
β1
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′

− 1

8

1

cos6 θ
[α1
′(z)− β1′(z)]

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′

+MUL. (3.22)

where MUL. term is the multiple-related term expressed as the following equation,

MUL. =− 1

16

1

cos6 θ

∫ z

−∞
α1
′(z′)

∫ z

−∞
α1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′

− 1

8

(
1

cos4 θ
− 1

2

1

cos6 θ

)∫ z

−∞
α1
′(z′)

∫ z

−∞
α1
′(z′′)β1(z

′ + z′′ − z)dz′′dz′

− 1

4

(
1

cos4 θ
− 1

2

1

cos6 θ

)∫ z

−∞
α1
′(z′)

∫ z

−∞
β1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′

− 1

4

(
2

cos2 θ
− 2

cos4 θ
+

1

2

1

cos6 θ

)∫ z

−∞
α1
′(z′)

∫ z

−∞
β1
′(z′′)β1(z

′ + z′′ − z)dz′′dz′

− 1

4

(
1

cos2 θ
− 1

cos4 θ
+

1

4

1

cos6 θ

)∫ z

−∞
β1
′(z′)

∫ z

−∞
β1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′

+
1

4

(
3

cos2 θ
− 3

2

1

cos4 θ
+

1

4

1

cos6 θ

)∫ z

−∞
β1
′(z′)

∫ z

−∞
β1
′(z′′)β1(z

′ + z′′ − z)dz′′dz′.

(3.23)

where the ′ denotes a derivative of the argument in that function.

3.3.2 Examination on the one-parameter case

Now we have already obtained the complicated mathematical expression for the

3rd ISS term. How good is the calculation? Let us check the 3rd term result under

a 1D acoustic medium with velocity variation only at normal incidence case.
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Under the above assumptions,

β1 = 0, θ = 0 (then, cos θ = 1 and tan θ = 0).

By using the above two values, we can further simplify the 3rd term,

L.H.S. = α3(z).

R.H.S. =− α1(z)α2(z)− 5

16
α1

3(z)

− 1

2
α1
′(z)

∫ z

−∞
α2(z

′)dz′ − 1

2
α2
′(z)

∫ z

−∞
α1(z

′)dz′

− 1

8
α1
′′(z)

[∫ z

−∞
α1(z

′)dz′
]2

+
3

4
α1(z)α1

′(z)

∫ z

−∞
(−α1(z

′)) dz′

− 1

16

∫ z

−∞
α1
′(z′)

∫ z

−∞
α1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′.

(3.24)

To get the final expression of the right-hand side (R.H.S.) term, we will substitute into

the above equation the expression of α2 in Shaw et al. (2002) for the one-parameter

case.

α2(z) = −1

2

[
α1

2(z) + α1
′(z)

∫ z

−∞
α1(z

′)dz′
]
. (3.25)

Substituting equation (3.25) back into equation (3.24), we find,

R.H.S. =
1

2
α1(z)

[
α1

2(z) + α1
′(z)

∫ z

−∞
α1(z

′)dz′
]
− 5

16
α1

3(z)

+
1

4
α1
′(z)

∫ z

−∞
dz′

[
α1

2(z′) + α1
′(z′)

∫ z′

−∞
α1(z

′′)dz′′

]

+
1

4

d

dz

[
α1

2(z) + α1
′(z)

∫ z

−∞
α1(z

′)dz′
] ∫ z

−∞
α1(z

′)dz′ − 1

8
α1
′′(z)

[∫ z

−∞
α1(z

′)dz′
]2

− 3

4
α1(z)α1

′(z)

∫ z

−∞
α1(z

′)dz′ − 1

16

∫ z

−∞
α1
′(z′)

∫ z

−∞
α1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′.

(3.26)
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After collecting the same terms and using derivative skills, and letting the R.H.S.

equal the left-hand side (L.H.S.), we obtain,

α3(z) =
3

16
α1

3(z) +
3

4
α1(z)

dα1(z)

dz

∫ z

−∞
α1(z

′))dz′

+
1

8

d2α1(z)

dz2

[∫ z

−∞
α1(z

′)dz′
]2
− 1

8

dα1(z)

dz

∫ z

−∞
α1

2(z′)dz′

− 1

16

∫ z

−∞
α1
′(z′)

∫ z

−∞
α1
′(z′′)α1(z

′ + z′′ − z)dz′′dz′.

(3.27)

Equation (3.27) is exactly α3(z) for the 1D one-parameter acoustic medium at normal

incidence case in Shaw (2005), which indicates the calculation of the 3rd order term

is effective.

3.3.3 Leading order imaging series and its closed form

In the following calculation, we try to further simplify some integrals in equation

(3.22) by collecting some similar terms and using the 2nd term result, equation (3.5).

We consider the following two integrals in equation (3.22),

− 1

2

1

cos4 θ
α2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′ +
1

2

(
tan4 θ − 1

)
β2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

= −1

2

1

cos2 θ

(
tan2 θ + 1

)
α2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

1

cos2 θ

(
tan2 θ − 1

)
β2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

= −1

2

1

cos2 θ

d

dz

[
1

cos2 θ
α2(z) +

(
1− tan2 θ

)
β2(z)

] ∫ z

−∞
[α1(z

′)− β1(z′)] dz′.

(3.28)

where we notice that the total derivative part outside the integral is exactly the ISS

2nd term, equation (3.5).
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Now substituting equation (3.5) into equation (3.28),

− 1

2

1

cos4 θ
α2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

(
tan4 θ − 1

)
β2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

=
3

4

1

cos4 θ
[α1(z)− β1(z)]

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

1

cos2 θ
β1(z)

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 1

2

1

cos4 θ
[α1(z)− β1(z)]

dβ1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

d2D(z, θ)

dz2

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2
.

(3.29)

where we define a new quantity D(z, θ) in the above result, called the“imaging com-

posite” and expressed as,

D(z, θ) ≡ 1

cos2 θ
α1(z) +

(
1− tan2 θ

)
β1(z). (3.30)

This new quantity D(z, θ) is the linear term, equation (3.4), except for a constant.

Similarly, we also notice the following integrals in equation (3.22),

− 1

8

1

cos6 θ
α1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

+
1

8

1

cos4 θ

(
tan2 θ − 1

)
β1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

= −1

2

1

cos4 θ

d2D(z, θ)

dz2

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2
.

(3.31)

and,

− 1

4

1

cos4 θ
β1
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′

− 1

8

1

cos6 θ
[α1
′(z)− β1′(z)]

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′

= − 1

cos4 θ

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′.

(3.32)
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Substituting all of the above equations back into the equation (3.22) and com-

bining similar terms, we obtain the 3rd term in terms of the new defined imaging

composite D(z, θ),

1

cos2 θ
α3(z) +

(
1− tan2 θ

)
β3(z)

= − 1

cos4 θ
[α1(z)− β1(z)] [α2(z)− β2(z)] +

1

4

1

cos2 θ
β1

2(z) [α1(z)− β1(z)]

+
1

8

1

cos4 θ
β1(z) [α1(z)− β1(z)]2 − 5

16

1

cos6 θ
[α1(z)− β1(z)]3

− 1

2

1

cos2 θ

dD(z, θ)

dz

∫ z

−∞
[α2(z

′)− β2(z′)] dz′

+
3

4

1

cos4 θ
[α1(z)− β1(z)]

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

1

cos2 θ
β1(z)

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 1

8

1

cos4 θ

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′

+
1

8

1

cos4 θ

d2D(z, θ)

dz2

[∫ z

−∞
(α1(z

′)− β1(z′)) dz′
]2

− 1

2

1

cos4 θ
[α1(z)− β1(z)]

dβ1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ + 1

)
α1(z)

dβ1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ − 1

)
β1(z)

dβ1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 3

4

1

cos6 θ
α1(z)

dα1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
3

4

1

cos6 θ
β1(z)

dα1(z)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+ MUL. (3.33)

where the multiple-related term MUL. is expressed in equation (3.23).

The examination on the imaging-only terms shown in the 2nd order results (Zhang
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and Weglein, 2005) indicates that only the integral terms of the difference between the

two parameters, in the 3rd order ISS term, will contribute to the imaging algorithm.

The philosophy of collecting similar but higher order imaging-only terms leads to the

consideration of the following term in equation (3.33):

1

8

1

cos4 θ

d2D(z, θ)

dz2

[∫ z

−∞
(α1(z

′)− β1(z′)) dz′
]2

Similarly, we can rewrite equation (3.4) and the 2nd order imaging-only term in

equation (3.5) in terms of the defined imaging composite D(z, θ):

− 4

ρ0
D(z, θ) = D(z, θ). (3.34)

−1

2

1

cos2 θ

dD(z, θ)

dz

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

The above three terms are imaging terms identified from the first three ISS terms

that are going to be collected and taken as the basis to identify the following imaging

sub-series. An observation through the first three imaging terms provides a mathe-

matical pattern, called “leading order imaging sub-series” (LOIS ):

DLOIS(z, θ) =
∞∑
n=0

(
−1

2
1

cos2 θ

)n
n!

dnD(z, θ)

dzn

[∫ z

−∞
(α1(z

′)− β1(z′)) dz′
]n
. (3.35)

Every term in this LOIS is an imaging-only term and appears in the higher ISS

terms with increasing n.

Employing the same mathematical procedure as Shaw (2005), the LOIS is a

Taylor expansion series of the following imaging function, called as “leading order
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imaging closed form”:

∞∑
n=0

(
−1

2
1

cos2 θ

)n
n!

dnD(z, θ)

dzn

[∫ z

−∞
(α1(z

′)− β1(z′)) dz′
]n

= D
(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′
)
. (3.36)

Noticing the quantity D defined in equation (3.30), the above leading order imaging

closed form is exactly the conjectured imaging algorithm proposed by Weglein in

equation (3.7).

Shutting down the density variation, namely, letting β(z) = 0, and therefore,

β1(z) = 0, equation (3.36) will be simplified as,

∞∑
n=0

(
−1

2
1

cos2 θ

)n
n!

dnα1(z)

dzn

[∫ z

−∞
α1(z

′)dz′
]n

= α1

(
z − 1

2

1

cos2 θ

∫ z

−∞
α1(z

′)dz′
)
. (3.37)

This equation is exactly the leading order imaging sub-series and closed form for the

1D velocity-only changed acoustic medium (Shaw et al., 2002; Shaw, 2005). For the

one parameter case, the imaging algorithm recognizes the one parameter (velocity)

as the imaging object, and the shifted quantity in the α1(z) depends on the integral

of the 1st order approximation of the velocity parameter to the uncorrected location.

Unlike the one parameter case, there are two parameters to be imaged for the

acoustic medium with both density and velocity variations. So which one should be

imaged? Or, should both be imaged, in the way as the above one parameter case?

The leading order imaging closed form, equation (3.36), answers these questions: it

recognizes the imaging of the two parameters as an imaging composite D(z, θ). In
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fact, the imaging composite D(z, θ) is related with the seismic data in the pseudo-

depth domain, presenting in equation (3.34). Therefore, the closed form can be

further identified as a shifted seismic data set in the re-scaled time domain using

reference velocity, called as pseudo-depth domain, i.e.,

D
(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′
)

= − 4

ρ0
D

(
z − 1

2

1

cos2 θ

∫ z

−∞
(α1(z

′)− β1(z′)) dz′
)
.

(3.38)

This imaging result is valuable and indicates that for multi-parameter medium imag-

ing, the algorithm itself will recognize the existence of different parameters in the

medium, since reflection happens when medium properties change. The inverse scat-

tering imaging algorithm captures the medium property changes as a composite

change, in other words, it images the medium structure in the composite when

medium property changes occur. Meanwhile, the shifted quantity in the above imag-

ing algorithm is expressed as the integral of the difference between the 1st order

approximations of the two parameters, which is only taking care of the velocity

change (Zhang and Weglein, 2005). It will be automatically shut down when there

is no velocity variation in the medium (then there is no imaging necessity). This

indicates the fact that inverse scattering theory is a purposeful perturbation theory

– tasks will ‘wake up’ only when needed by the medium. Another surprising capa-

bility of the ISS imaging algorithm is that it will shut down each imaging term at

the first step when it knows there is no velocity change, i.e. when α1(z)− β1(z) = 0,

and hence each imaging term related with the integral of the difference will be dead

to zero, immediately. This indicates the ISS is an instantly responsive series.
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3.4 Analytic analyses

In this section, as follow-up multiparameter imaging research, a series of initial

analytic analyses for a laterally invariant two-parameter (velocity and density) acous-

tic medium are presented to examine how effectively the 1D acoustic two-parameter

LOIS and HOIS imaging algorithms, equation (3.7) and equation (3.10), are working

towards a satisfactory level in the multiparameter imaging toolbox.

3.4.1 1D two-parameter acoustic model

The model to be tested is shown in Figure 3.1. We will consider only two

primaries reflected from the 1st interface and the 2nd interface, since the ISS imaging

task has assumed that all seismic events other than primaries have already been

removed. Next we will analytically write out primaries-only data based on this

model.

3.4.2 1D analytic data preparation

Since both the LOIS and HOIS multi-parameter imaging algorithms are data-

driven algorithms, we will first prepare analytic data for the above three layer’s 1D

acoustic model. The derivation of the imaging algorithms assumes an experiment

with line sources and line receivers. The data expressed in the end of this subsection

is after plane wave decomposition, which is an immediate and proper input to the

imaging algorithms to be tested.
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Figure 3.1: A 1D acoustic model with both velocity(c0, c1, c2) and density (ρ0, ρ1, ρ2)
variations in the three layers, where θ, i1, i2 are three incident angles in the layers,
respectively; a and b are two constants to express the real depths of the two interfaces.
For simplicity, both source depth zs and receiver depth zg are set to zero.

We will first write down the analytic reflection and transmission coefficients first

according to the different impedance in the three layers. For plane wave incidence

at different incident angles, the impedance can be expressed as,

I0 =
c0ρ0
cos θ

I1 =
c1ρ1
cos i1

I2 =
c2ρ2
cos i2

(3.39)

For 1D layered media, Snell’s law says that the value of the horizontal slowness p

is constant through different layers, and hence provides the following relation among
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the three incident angles in the three layers of the medium.

p =
sin θ

c0
=

sin i1
c1

=
sin i2
c2

(3.40)

Employing the above relation, we can rewrite the above impedance as,

I0 =
c0ρ0
cos θ

=
c0ρ0√

1− c20p2
=
c0ρ0
x0

I1 =
c1ρ1
cos i1

=
c1ρ1√

1− c21p2
=
c1ρ1
x1

I2 =
c2ρ2
cos i2

=
c2ρ2√

1− c22p2
=
c2ρ2
x2

(3.41)

where xi =
√

1− c2i p2, i = 0, 1, 2.

Now we can express the reflection and transmission coefficients as,

R0(θ) =
I1 − I0
I1 + I0

R1(θ) =
I2 − I1
I2 + I1

T01(θ) = 1−R0 =
2I0

I1 + I0

T10(θ) = 1 +R0 =
2I1

I1 + I0

(3.42)

We will write down the analytic data in the frequency domain.

D̃PP (ω, θ) = ρ0R0(θ)
e2iνga

4πiνg
+ ρ0T01(θ)R1(θ)T10(θ)

e2iνga+2iqg(b−a)

4πiνg
(3.43)

where the two vertical wave vectors in the first two layers are expressed as,

νg =
ω cos θ

c0
=
ω

c0

√
1− c20p2 =

ω

c0
x0 (3.44)

and,

qg =
ω cos i1
c1

=
ω

c1

√
1− c21p2 =

ω

c1
x1 (3.45)

76



Multi-parameter imaging

Performing an inverse Fourier transform w.r.t. νg, we can obtain the PP data in

the pseudo-depth domain,

DPP (z, θ) = −ρ0R0(θ)H(z − a)− ρ0R′1(θ)H(z − b′(θ)) (3.46)

where the variable z is the Fourier conjugator of νg, and

b′(θ) = a+ (b− a)
c0
√

1− c21p2

c1
√

1− c20p2
= a+ (b− a)

c0x1
c1x0

R′1(θ) = T01(θ)R1(θ)T10(θ)

(3.47)

Equation (3.46) is the analytic data we prepared for the purpose of the follow-

ing tests on the two-parameter LOIS and HOIS imaging algorithms. The data in

equation (3.46) is expressed in the pseudo-depth domain since it is migrated with a

constant reference velocity, c0, which is in agreement with the velocity in the first

layer. Generally the value of c0 is the water speed (1500 m/s). After the constant

velocity migration, the water bottom, i.e. the 1st interface, is located exactly since

we have correct migration velocity for the 1st layer, but the 2nd interface is wrongly

located to b′(θ) instead of its real depth of b. It is understandable since we used a

wrong migration velocity, c0, instead of its real velocity c1. To understand whether

b′(θ) is deeper or shallower than its real depth b, we need to do further analysis on

this quantity.

Let us rewrite the expression of b′(θ) in equation (3.47) by using equation (3.40),

b′(θ) = a+ (b− a)
c0
c1

√
1 +

c20 − c21
c20

tan2 θ (3.48)

We will discuss two cases:
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(1). for c0 < c1, c
2
0 − c21 < 0. Then, b′(θ) < b and b′(θ) ↓ with θ ↑;

(2). for c0 > c1, c
2
0 − c21 > 0. Then, b′(θ) > b and b′(θ) ↑ with θ ↑.

In another words, the migrated depth of the 2nd interface is shallower than its

real depth when the migration velocity is slower than its real velocity, and deeper

than its real depth when the migration velocity is faster than its real velocity. It is a

reasonable result since constant velocity migration is a linear migration, i.e. rescaling

the time axis of the data set to depth axis by a constant velocity. We emphasize

this point here to show a difference between the constant velocity migration and the

ISS LOIS and HOIS imaging shown later where the relation between time domain

and depth domain of the migration is no longer linear since the later imaging occurrs

in a non-linear world. More details on this point will be discussed in the following

subsections.

3.4.3 Analytic calculation of LOIS closed form

Now we can use the data prepared in equation (3.46) as an input to the LOIS

two-parameter imaging algorithm. Recall that in Zhang and Weglein (2005),

DPP (z, θ) = −ρ0
4

[
1

cos2 θ
α1(z) +

(
1− tan2 θ

)
β1(z)

]
(3.49)

The above equation is solved to obtain α1(z)−β1(z), using two separate incident

angles,

α1(z)− β1(z) = − 4

ρ0

DPP (z, θ1)−DPP (z, θ2)

tan2(θ1)− tan2(θ2)
(3.50)
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Then we insert the analytic expression of the data with different incident angles

prepared in the previous subsection,

α1(z)− β1(z) =
4

tan2(θ1)− tan2(θ2)
[(R0(θ1)−R0(θ2))H(z − a)

+R′1(θ1)H(z − b′(θ1))

−R′1(θ2)H(z − b′(θ2))]

(3.51)

Now we can calculate the integral with the above equation as the integrand, and

hence get the shifted quantity,

4zshift =
1

2 cos2 θ

∫ z

−∞
dz′ (α1(z

′)− β1(z′))

=
2

tan2(θ1)− tan2(θ2)

1

cos2 θ
[(R0(θ1)−R0(θ2)) (z − a)H(z − a)

+R′1(θ1)(z − b′(θ1))H(z − b′(θ1))−R′1(θ2)(z − b′(θ2))H(z − b′(θ2))]

(3.52)

Therefore, the migration result, i.e. the imaging composite equation (3.30), using

the LOIS closed form is an FK Migration of the data set shifted by a quantity as a

function of “ z”, i.e.

DLOIS(z, θ) = − 4

ρ0
DPP (z −4zshift, θ)

= 4R0(θ)H(z −4zshift − a) + 4R′1(θ)H(z −4zshift − b′(θ))
(3.53)

3.4.4 Analysis on the shifted quantity

Now we will perform some analysis on the above LOIS migration result.

(1). If z ≤ a, then

4zshift ≡ 0. (3.54)
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(2). If a < z ≤ b′(θ1) and z ≤ b′(θ2) , then

4zshift =
2

tan2(θ1)− tan2(θ2)

1

cos2 θ
[(z − a) (R0(θ1)−R0(θ2))] . (3.55)

(3). If z > a and b′(θ1) < z ≤ b′(θ2) , then

4zshift =
2

tan2(θ1)− tan2(θ2)

1

cos2 θ
[(z − a) (R0(θ1)−R0(θ2)) + (z − b′(θ1))R′1(θ1)] .

(3.56)

(4). If z > a and b′(θ2) < z ≤ b′(θ1) , then

4zshift =
2

tan2(θ1)− tan2(θ2)

1

cos2 θ
[(z − a) (R0(θ1)−R0(θ2))− (z − b′(θ2))R′1(θ2)] .

(3.57)

(5). If z > a, z > b′(θ1) and z > b′(θ2) , then

4zshift =
2

tan2(θ1)− tan2(θ2)

1

cos2 θ
[(z − a) (R0(θ1)−R0(θ2))

+ (z − b′(θ1))R′1(θ1)− (z − b′(θ2))R′1(θ2)].
(3.58)

Let us check the above shifted quantity for a simple 1D acoustic model with

constant velocity, i.e. c0 = c1 = c2, but with varied density. For this model, the

reflection and transmission coefficients, recalling expressions in equation (3.41) and

equation (3.42), will be simplified ,

R0 =
ρ1 − ρ0
ρ1 + ρ0

R1 =
ρ2 − ρ1
ρ2 + ρ1

T01 = 1−R0

T10 = 1 +R0

(3.59)
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Notice that the reflection and transmission coefficients are independent of θ. This

leads to the following relation,

R0(θ1) = R0(θ2) R′1(θ1) = R′1(θ2) (3.60)

Similarly, the pseudo-depth expression of equation (3.48) becomes,

b′(θ) = a+ (b− a) = b (3.61)

The pseudo-depth is also independent of θ, and it is equal to the real depth of the

2nd interface, since the velocities for all three layers are the same in this case and

equal to the reference velocity of the migration.

Therefore, the shifted quantities in the above five cases are all zero, i.e.

4zshift ≡ 0. (3.62)

This means that for the 1D acoustic model with constant velocity but varied density,

the dataset after FK migration with constant velocity, c0, has correctly located all

interfaces. It is reasonable since all layers in this case have the same and correct

velocity c0.

What about the case with three different velocities in three layers? From the

math expression of the shifted quantity shown in the above five cases, we can tell the

value of the shifted quantity is actually dependent on the reflection and transmis-

sion coefficients at two different incident angles; in other words, when the reference

velocity is different from the real velocity, the ISS LOIS imaging algorithm will use

velocity information “buried” in the reflection and transmission coefficients through
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their non-linear communication at two different incident angles, and this non-linear

communication will be carried on through a depth duration wherever its real velocity

is different from the reference velocity. As discussed in the Appendix of Zhang and

Weglein (2005), the integrand of the shifted quantity is a linear estimate of veloc-

ity changes in the media. Therefore, the more accurate the linear estimate of the

velocity changes, the closer the migrated interfaces are to their real depths.

3.4.5 Numerical evaluations using analytic data

For a 1D acoustic model with both density and velocity variation, it is not

easy to “read” from the analytic expression of the shifted quantity how well it is for

locating the real depths. In this section, we will do some numerical evaluations on the

above three-layer acoustic medium using the ISS LOIS imaging algorithm expressed

in equation (3.7), and the extended acoustic ISS HOIS imaging algorithm expressed

in equation (3.10) by varying the values of density and velocity in the models.

First, we will demonstrate how sensitive the LOIS imaging algorithm is to the

changes of the velocity parameter, and then we will show the imaging improvement

using the HOIS imaging algorithm by comparing its results with the LOIS results.

Further, we will study how sensitive the LOIS and HOIS imaging algorithms are to

the changes in the density parameter. Finally, the effect of depth duration in the

model on the imaging capability of both imaging algorithms will be studied in the

end of this section.

We will first fix the two interface depths a=200 m and b=400 m in the models.
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In Figure 3.2, we show a comparison of imaging results between constant velocity

migration in the left most panel and the ISS LOIS imaging algorithm in the middle

panel. For the model we tested, both methods exactly located the 1st interface and

mislocated the 2nd interface - the constant velocity migration method undermigrated

the 2nd interface since it assumed a constant velocity (c0=1500 m/s) which is less

than its real velocity (c1=1600 m/s) in the 2nd layer, while the ISS LOIS imaging

algorithm overmigrated the 2nd interface although the method also employs the same

constant reference velocity (c0=1500 m/s) with the former method. Again, this result

indicates that the ISS LOIS imaging algorithm developed from a non-linear series is

conceptually different from the conventional migration method, the constant velocity

migration for example, which originated from a linear imaging world. It is apparent

that the ISS LOIS imaging algorithm pushed its imaging 2nd interface much closer

to its real depth than the constant velocity migration result, especially within the

small incident angle range.

To show the purposeful perturbation of the ISS LOIS imaging algorithm, we

also present the imaging result of a model with no velocity changes but only density

changes in the right most panel of Figure 3.2. The result shows both interfaces are

exactly located, since a right velocity model (c0 = c1 = c2 = 1500 m/s) is provided

in which case the ISS LOIS imaging algorithm will shut down immediately, and the

dataset of water-speed FK migration result has exactly located the reflectors in the

1st term of the ISS.

In the following tests, we will demonstrate the sensitivity of the ISS LOIS imaging

algorithm to the changes of velocity parameter in the models. In Figure 3.3, the LOIS
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c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)
c0=c1=c2=1500 

rou0=1.0, rou1=1.2, rou2=1.5 

c0=1500, c1=1600, c2=1700

rou0=1.0, rou1=1.2, rou2=1.5

incident angle

depth

(m)

D(z) LOIS LOIS

Figure 3.2: Imaging comparison 1: left figure is a result of constant velocity (c0=1500
m/s) migration, middle and right figures are results using two-parameter ISS LOIS
imaging algorithm, where the blue dashed lines are the real depths of the two inter-
faces in the model. The color scale beside each graph denotes the value of reflection
amplitude in each layer.
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c0=1500, c1=1600, c2=1500

rou0=1.0, rou1=1.2, rou2=1.5

c0=1500, c1=1600, c2=1700

rou0=1.0, rou1=1.2, rou2=1.5

c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

incident angle

depth

(m)

c0=1500, c1=1600, c2=1500

rou0=1.0, rou1=1.2, rou2=1.5

D(z) LOIS LOIS D(z)

Figure 3.3: Imaging comparison 2: the outer two figures are the results of constant
velocity (c0=1500 m/s) migration, the inner two figures are the corresponding results
using two-parameter ISS LOIS imaging algorithm, where the blue dashed lines are
the real depths of the two interfaces in the model. The color scale beside each graph
denotes the value of reflection amplitude in each layer.
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result comparison between the middle two panels shows that the ISS LOIS imaging

algorithm used amplitude information from deeper layers, since the velocities are the

same in the first two layers but different in the third layer - one is faster than the first

layer velocity, the other is same with the first layer velocity. It seems the ISS LOIS

imaging algorithm preferrs the latter velocity model. But both results of the LOIS

are better than the constant velocity migration results for locating the 2nd reflector,

as can be seen from the direct comparison among the results in the four panels of

Figure 3.3.

The imaging results in Figure 3.4 demonstrate that for a velocity model of

“slow/faster/same as 1st layer”, the ISS LOIS imaging algorithm preferrs a larger

velocity contrast in the sense of locating the 2nd reflector, especially within small

incident angles. This observation further indicates that the ISS LOIS imaging al-

gorithm used amplitude information of deeper events. For comparison purpose, the

constant velocity migration result is also put in the figure 3.4.

Figure 3.5 and Figure 3.6 show the imaging results for a velocity model of

“faster/slower/same as 1st layer”, in which case the ISS LOIS imaging algorithm

shows a weaker imaging capability for a model with larger velocity contrast than

smaller velocity contrast. Again, it demonstrates the amplitude information of deeper

events is involved into the imaging algorithm.

We mentioned in previous section that α1−β1 is a linear estimate of the velocity

changes between the real velocity model and the reference velocity. When there are

no velocity changes, α1−β1 is zero, and the ISS LOIS imaging algorithm shuts down

immediately. The result in the most right panel in Figure 3.7 demonstrates this key
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incident angle

depth

(m)

c0=1500, c1=1600, c2=1500

rou0=1.0, rou1=1.2, rou2=1.5

c0=1500, c1=1950, c2=1500

rou0=1.0, rou1=1.2, rou2=1.5
c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

D(z) LOIS LOIS

Figure 3.4: Imaging comparison 3: left figure is a result of constant velocity (c0=1500
m/s) migration, middle and right figures are results using two-parameter ISS LOIS
imaging algorithm, where the blue dashed lines are the real depths of the two inter-
faces in the model. The color scale beside each graph denotes the value of reflection
amplitude in each layer.
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c0=1600, c1=1500, c2=1600

rou0=1.0, rou1=1.2, rou2=1.5

incident angle

depth

(m)

c0=1600, c1=1500, c2=1600

rou0=1.0, rou1=1.2, rou2=1.5

D(z)LOIS

Figure 3.5: Imaging comparison 4: right figure is a result of constant velocity
(c0=1600 m/s) migration, left figure is the result using two-parameter ISS LOIS
imaging algorithm, where the blue dashed lines are the real depths of the two inter-
faces in the model. The color scale beside each graph denotes the value of reflection
amplitude in each layer.
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incident angle

depth

(m)

c0=1800, c1=1500, c2=1800

rou0=1.0, rou1=1.2, rou2=1.5

c0=1600, c1=1500, c2=1600

rou0=1.0, rou1=1.2, rou2=1.5

LOIS LOIS

Figure 3.6: Imaging comparison 5: both figures are results using two-parameter ISS
LOIS imaging algorithm, where the blue dashed lines are the real depths of the two in-
terfaces in the model. The color scale beside each graph denotes the value of reflection
amplitude in each layer.
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point immediately. For interested reader to check this kind of linear estimation of

velocity changes, the results of α1 − β1 are also plotted in Figure 3.7.

c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

c0=1680, c1=1500, c2=1700

rou0=1.0, rou1=1.2, rou2=1.5

c0=c1=c2=1500

rou0=1.0, rou1=1.2, rou2=1.5

incident angle

depth

(m)

Figure 3.7: Results of α1(z, θ)−β1(z, θ) for the three different models, where the blue
dashed lines are the real depths of the two interfaces in the model. The color scale
beside each graph denotes the value of reflection amplitude in each layer.

Since the ISS LOIS imaging algorithm partially captures the imaging terms in

the two-parameter ISS formalism, it is reasonalbe that it has a limited imaging

capability. The extended ISS HOIS imaging algorithm in equation (3.10) captures

more imaging terms than the LOIS, and it should have a better imaging capability.

To demonstrate this assumption, a numerical evaluation using the ISS HOIS imaging
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algorithm is a good starting point. Figure 3.8 and Figure 3.9 show the results of the

ISS HOIS , ISS LOIS and constant velocity migration. For the smaller velocity

contrast in Figure 3.8, the ISS HOIS algorithm located the 2nd interface, much

better than the other two methods. For the larger velocity contrast in Figure 3.9,

the ISS HOIS algorithm shows a better tolerance of velocity contrast than the ISS

LOIS and constant velocity migration method.

c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

D(z)

incident angle

depth

(m)

Figure 3.8: Imaging comparison 6: right figure is a result of constant velocity
(c0=1500 m/s) migration, middle and left figures are results using two-parameter
ISS LOIS and HOIS imaging algorithms, respectively, where the yellow dashed lines
are the real depths of the two interfaces in the model. The color scale beside each
graph denotes the value of reflection amplitude in each layer.

91



Multi-parameter imaging

c0=1500, c1=1800, c2=1900 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

Figure 3.9: Imaging comparison 7: right figure is a result of constant velocity
(c0=1500 m/s) migration, middle and left figures are results using two-parameter
ISS LOIS and HOIS imaging algorithms, respectively, where the yellow dashed lines
are the real depths of the two interfaces in the model. The color scale beside each
graph denotes the value of reflection amplitude in each layer.
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To demonstrate how sensitive both ISS LOIS and ISS HOIS algorithms are to

the changes in the density parameter, Figure 3.10 and Figure 3.11 show that the ISS

HOIS imaging algorithm is much less affected by the density changes than the ISS

LOIS, for the certain velocity model (“slower/faster/faster”).

c0=1500, c1=1600, c2=1700 (m/s)

(1).  rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

(2).  rou0=1.8, rou1=1.0, rou2=1.5 (g/cm3)

(3).  rou0=1.8, rou1=1.5, rou2=1.0 (g/cm3)

(4).  rou0=1.0, rou1=2.0, rou2=3.0 (g/cm3)

(3)(2)(1) (4)

incident angle

depth

(m)

Figure 3.10: The sensitivity of density changes to the result of the two-parameter
ISS LOIS imaging algorithm: velocity model keeps same in all models. The yellow
dashed lines are the real depths of the two interfaces in the model. The color scale
beside each graph denotes the value of reflection amplitude in each layer.

In the end of this section, we present a study to show how much effect the depth

duration in the model will bring to the both imaging algorithms. The results are
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(3)(2)(1) (4)

incident angle

depth

(m)

c0=1500, c1=1600, c2=1700 (m/s)

(1).  rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

(2).  rou0=1.8, rou1=1.0, rou2=1.5 (g/cm3)

(3).  rou0=1.8, rou1=1.5, rou2=1.0 (g/cm3)

(4).  rou0=1.0, rou1=2.0, rou2=3.0 (g/cm3)

Figure 3.11: The sensitivity of density changes to the result of the two-parameter
ISS HOIS imaging algorithm: velocity model keeps same in all models. The yellow
dashed lines are the real depths of the two interfaces in the model. The color scale
beside each graph denotes the value of reflection amplitude in each layer.
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shown in Figure 3.12 where the 1st interface depth is fixed at a = 75 m, but the 2nd

interface is varied depth from b = 150 m to b = 400 m. From the plotted results,

we observe that the ISS HOIS imaging algorithm is more robust to the bigger depth

duration than the ISS LOIS imaging algorithm, for the considered velocity and

density configuration.

c0=1500, c1=1600, c2=1700 (m/s)

rou0=1.0, rou1=1.2, rou2=1.5 (g/cm3)

a = 75m, b = 150m, 400m

incident angle

depth

(m)

Figure 3.12: Effect of depth duration changes to the results of constant velocity mi-
gration and the two-parameter ISS LOIS/HOIS imaging algorithms: for all mod-
els,density and velocity values are same in each layer. The yellow dashed lines are
the real depths of the two interfaces. The color scale beside each graph denotes the
value of reflection amplitude in each layer.
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3.5 Synthetic tests

In the previous section, I tested the imaging capability of both 1D ISS LOIS and

ISS HOIS two-parameter acoustic imaging algorithms by using analytic data, which

are called “perfect data” with full-band frequency. As I demonstrated mathemati-

cally, the ISS LOIS and ISS HOIS imaging algorithms perform migration without

knowing any subsurface information (including actual velocity models about the

layers beneath), but actually taking full advantage of reference velocity and the am-

plitude information imbedded in dataset. Therefore, dataset with full bandwidth,

such as analytic data, definitely optimize the most potential of the tested two imag-

ing algorithms, which also isolate the numerical issues of the algorithms from the

issue of the multi-parameter imaging theory for easily examing the effectiveness of

the ISS LOIS and ISS HOIS imaging algorithms.

However, the goal of the imaging algorithms developed here is to eventually imple-

ment the algorithms in the real seismic exploration world where field data, generally

band-limited, is the input. Band-limited data means the amplitude of events is dam-

aged to some extent. So how well will the two imaging algorithms developed in this

chapter work for band-limited datasets? In this section, I will use a Dennis Corrigan’s

1D two-parameter acoustic reflectivity code to generate two different band-limited

datasets to clearly show how the ISS LOIS and ISS HOIS imaging algorithms will

be influenced by the low frequency in the datasets tested, and I will compare the

imaging capabilities of them between band-limited case and analytic case. For syn-

thetic data, the zero-crossing imaging issue will also be investigated in the polarity
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reversal test on the ISS HOIS imaging algorithm.

3.5.1 Imaging with band-limited data

The model to generate the bandlimited datasets is shown in Figure 3.13 which is

a laterally invariant 4-layer acoustic medium with both velocity and density variation.

The depths for the three interfaces are set, respectively, as z0 = 410 m, z1 = 1020

m, and z2 = 1520 m. For the purpose to test the influence of dataset bandwidth

on the imaging algorithms, the model is set with a moderate velocity contrast but

significant density contrast, as demonstrated in the cartoon.

Two synthetic datasets are generated for the model with bandwidths of 1.0 hz

∼ 60 hz and 0.01 hz ∼ 60 hz, respectively, and with numerical sampling rates as 4

ms and 1 ms, respectively. The 1D reflectivity code generate the two datasets with

both primaries and internal multiples as shown in Figure 3.14 and Figure 3.15. Both

datasets are expressed in (τ−p) domain and in (z−p) domain. In the (z−p) domain,

it is clear to tell that the waterbotoms are very well located after the constant velocity

(here 1500 m/s is used.) migration, but the other two interfaces are misplaced and

undermigrated, especially for large horizontal slowness values (big values of p), since

the real velocities in the layer are faster than the reference velocity. Also, we notice

that with different low frequency content in the two datasets, the richness of their

reflectivity amplitude information is also different.

Next, I use the two synthetic datasets as the input to the LOIS and HOIS algo-

rithms, respectively, and examine how well the two deeper interfaces are migrated.
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Figure 3.13: A reflectivity model used to generate bandlimited datasets for a 1D
two-parameter acoustic medium with specific parameter contrast.
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P - primary

P

P

M - multiple

water bottom

imaged 2nd interface 

imaged 3rd interface 

Figure 3.14: Dataset with bandwidth of 1.0 hz ∼ 60 hz expressed in (τ − p) domain
and in (z − p) domain: the green lines in the graphs indicate the actual depths of
the three interfaces in the model, and primaries and internal multiples are identified
by the arrows. The color scale beside each graph denotes the value of each seismic
event’s (primary’s or multiple’s) reflection amplitude in each layer.
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water bottom

imaged 2nd interface 

imaged 3rd interface 

P - primary

P

P

M - multiple

Figure 3.15: Dataset with bandwidth of 0.01 hz ∼ 60 hz expressed in (τ − p) domain
and in (z − p) domain: the green lines in the graphs indicate the actual depths of
the three interfaces in the model, and primaries and internal multiples are identified
by the arrows. The color scale beside each graph denotes the value of each seismic
event’s (primary’s or multiple’s) reflection amplitude in each layer.
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The imaging results are illustrated in Figure 3.16 and Figure 3.17. In both figures,

the HOIS imaging is better than LOIS imaging which is better than constant veloc-

ity migration result. We notice that the low frequency end in the bandwidth of the

two datasets definitely brings impact on the imaging results. The lower frequency

the dataset contains, the better the imaging result is, for both LOIS and HOIS

imaging algorithms. This is a reasonable observation since the algorithms migrate

the mislocated interfaces by using amplitude information in the data which is highly

influenced by the low frequency content: the missing of lower frequency brings more

severe damage to the amplitude of reflectivity. In addition, for great values of p (cor-

responding to large incident angles), the ISS HOIS results are not stable as indicated

in the figures. This instability might be caused by the fact that the HOIS algorithm

is more sensitive to band-limited dataset, since the input to the HOIS algorithm is

the mathematical difference of the same dataset at different incident angles divided

by the tangential difference between two incident angles, which provide the value

of α1(z, θ) − β1(z, θ) as defined by the equation (3.50). But a further investigation

needs to be done on this instability issue.

To further illustrate the importance of low frequency content in the input dataset

to the two-parameter LOIS and HOIS algorithms, I compare the migration results

of Figure 3.17 with imaging result of HOIS by using analytic data (see Figure 3.18).

For incident angles below 30◦, we notice that the HOIS analytic result is the best

among them since the input data is full bandwidth (including zero frequency).
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Figure 3.16: Imaging results comparison among constant velocity migration, LOIS
and HOIS for band-limited dataset of 1.0 hz ∼ 60 hz: the green lines in the graphs
indicate the actual depths of the three interfaces in the model. The color scale be-
side each graph denotes the value of each seismic event’s (primary’s or multiple’s)
reflection amplitude in each layer.
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water bottom

imaged 2nd interface

imaged 3rd interface

water bottom

imaged 2nd interface

imaged 3rd interface

water bottom

imaged 2nd interface

imaged 3rd interface

Figure 3.17: Imaging results comparison among constant velocity migration, LOIS
and HOIS for band-limited dataset of 0.01 hz ∼ 60 hz: the green lines in the graphs
indicate the actual depths of the three interfaces in the model. The color scale be-
side each graph denotes the value of each seismic event’s (primary’s or multiple’s)
reflection amplitude in each layer.
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w.b. w.b. w.b. w.b.

Figure 3.18: A further imaging comparison among constant velocity migration, LOIS,
HOIS for band-limited dataset of 0.01 hz ∼ 60 hz and HOIS by using full bandwidth
data: the green lines in the graphs indicate the actual depths of the three interfaces
in the model; the yellow lines show the location of horizontal slowness value with
good results corresponding incicent angles below 30◦. The color scale beside each
graph denotes the value of each seismic event’s (primary’s or multiple’s) reflection
amplitude in each layer.
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3.5.2 Polarity reversal test

A polarity reversal refers to a phase transition from positive to negative val-

ues with offset (incident angles) in the reflection coefficients of the seismic reflection

data, so a zero-crossing value of reflection coefficient may occur at some specific

offsets. There are several important reasons to investigate polarity reversals in seis-

mic exploration (Keys, 1989). For example, traditional AVO (Amplitude Versus

Offset) analysis uses information of amplitude versus angles in seismic reflection co-

efficients to obtain subsurface property information (velocity and density variations,

for example), and especially for identifying type I and type II AVO targets when

the value of reflection coefficients has a sign change. But velocity analysis generally

brings damage to the zero-crossing amplitude before flattening the AVO common

imaging gather (CIG). However, the serious issue is lessened by a by-product of

the multi-parameter imaging algorithms, since the ISS LOIS/HOIS algorithms very

well preserve the zero-crossing polarity reversal information while obtaining far-offset

flattened common imaging gathers.

In this section, I will first design a specific 4-layer two-parameter acoustic model

(shown in Figure 3.19) to cause polarity reversals on the two deeper interfaces (as

illustrated by the pink-color-dashed box area). In this model, the actual depths of

three interfaces are z0 = 150 m,z1 = 460 m, and z2 = 610 m, respectively; the actual

velocity variation for the 4 layers are respectively: v0 = 1500 m/s, v1 = 1600 m/s,

v2 = 1200 m/s, and v3 = 1500 m/s, with density contrast as: ρ0 = 1.0 g/cm3,

ρ1 = 1.1 g/cm3, ρ2 = 2.5 g/cm3, and ρ3 = 1.5 g/cm3. The layers having polarity

reversals satisfy the following conditions:
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1. Increase in density but decrease in velocity with depth from layer 1 to layer 2,

with acoustic impedence increasing with depth,

A = ρ2/ρ1 = 2.72 > 1;C = v2/v1 = 0.75 < 1;AC = I2/I1 = 2.04 > 1

2. Decrease in density but increase in velocity with depth from layer 2 to layer 3,

with acoustic impedence decreasing with depth,

A = ρ3/ρ2 = 0.6 < 1;C = v3/v2 = 1.25 > 1;AC = I3/I2 = 0.75 < 1

z_0 = 150m rho_0 = 1.0g/cm3

z_1 = 460m rho_1 = 1.1g/cm3

z_2 = 610m rho_2 = 2.5g/cm3

rho_3 = 1.5g/cm3

v_0 = 1500m/s

v_1 = 1600m/s

v_2 = 1200m/s

v_3 = 1500m/s

Figure 3.19: An acoustic two-parameter 1D model specifically designed to test the
polarity reversals
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Using the above model, the synthetic dataset is generated and imaged after con-

stant velocity migration. Then this synthetic dataset is input to the acoustic two-

parameter ISS HOIS imaging algorithm. Both imaging results are compared and

shown in Figure 3.20. The imaging quality from ISS HOIS is improved, especially

for large p values (large offsets) where ISS HOIS output tries to flatten the common

imaging gathers (CIG) automatically. Recall that the CIG is what traditional AVO

analysis needs to obtain subsurface information for identifying different types of tar-

gets. Let’s now take a closer look at the zero-crossing preservation of the reflection

coefficients for the two deeper reflectors in the after-migration results (see Figure

3.21). From the zoom-in graph of the ISS HOIS migration result, the two polarity

reversals for the 2nd and 3rd interfaces occur at large incidence angles respectively at

θ = 57.5◦ and θ = 56.2◦.

3.6 Conclusion and discussion

In this chapter, a much more complicated 3rd order ISS term for a 1D two-

parameter acoustic medium is calculated for the first time, which leads to an imaging

pattern identified as a leading order imaging subseries (LOIS ), and which justifies

the logic of Weglein’s imaging conjectures for multi-parameter media.

The derived imaging algorithm can be expressed as a shifted seismic dataset.

The shifted quantity is an integral of the difference between the two first order

approximations of the two parameters in the medium, which is integrated to zero

when there is no velocity variation in the medium. The examination and justification
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Figure 3.20: Imaging comparison between water-speed velocity migration and ISS
HOIS results over the synthetic dataset with two deeper layers of polarity reversals:
green lines in the graphs indicate the actual location of all interfaces; yellow dashed
lines indicate the 2nd interfaces after two migration methods. Improved image for far-
offset is denoted by the two white arrows. The color scale beside each graph denotes
the value of reflection amplitude in each layer.
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Figure 3.21: A zoom-in ISS HOIS imaging result for the polarity reversal model:
reflection coefficients’ phases transit the zero value boxed in the pink dash line
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of the logic developed by Weglein in his imaging conjectures by deriving the leading

order imaging algorithm in this report presents a framework to develop the ultimate

ISS model-type independent imaging algorithm step by step. The logic steps are:

For a specific model, find the “attention-needed term” which linearly relates with

the measured seismic data set, then the “attention-needed term” provides the multi-

parameter imaging composite which is migrated with an ISS reference velocity and

will be shifted in the final imaging algorithm with a quantity of the “attention-

provided term”–an integral of the difference among the first order approximations of

the multi-parameters in that medium, which only takes care of the velocity variation

of that medium.

The LOIS imaging algorithm derived from inverse scattering theory and its cor-

responding conjectured HOIS imaging algorithm are then tested by using both an-

alytic data and bandlimited data for an acoustic layered models with both velocity

and density variation. Numerical tests show the effectiveness and validity of both

algorithms work to differently satisfying levels. Through the analytic tests, I in-

vestigated both algorithms use angle-dependent reflection amplitude information to

locate subsurface interfaces without knowing an accurate velocity model but using

a constant water speed reference background. Both algorithms provide better imag-

ing results than constant velocity migration; HOIS is better than LOIS in locating

deeper reflectors, and has more tolerance for depth duration and magnitude contrast

in velocity and density parameters. The synthetic tests show that both imaging

algorithms are sensitive to the low frequency in data spectrum, which result in a

relatively poor imaging capability when compared with the performance by using
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full-band analytic data. A by-product from the multi-parameter imaging algorithm

is also demonstrated and discussed for polarity reversal case when amplitude of reflec-

tivity experience a zero-crossing value with offset variation. The synthetic test shows

that amplitude information are very well preserved in the imaging result of polarity

reversal interfaces, where zero-crossing occur at some offset in the common imaging

gathers flattened automatically at large offset by the HOIS imaging algorithm. This

added value avoids the serious issue in traditional AVO analysis in which amplitude

is damaged after velocity analysis is done to flatten common imaging gathers.

The initial numerical tests done in this chapter provide confidence of the imag-

ing conjectures and further indications of research on the elastic multiparameter

LOIS and HOIS algorithms when applied to elastic medium where multicompo-

nent datasets will be studied for providing amplitude information to the algorithms.

However, the research done in this thesis indicates that the elastic imaging multipa-

rameter imaging could be a daunting task.
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Chapter 4

Summary

In this dissertation, I used inverse scattering series (ISS ) completing two research

topics: one topic is to investigate the sensitivity of a 1D internal multiple attenuation

(IMA) algorithm to reference velocity for land application, and the other is to develop

and test the multi-parameter imaging algorithms for a 1D acoustic medium with both

velocity and density variation.

As discussed in the introduction part of Chapter 1, M-OSRP has developed and

delivered to the oil industry the ISS IMA algorithm with stand-alone capability of

accurate prediction of all internal multiples without knowing any subsurface informa-

tion but only using recorded data and a constant reference medium. For the marine

case, where all sources and receivers are located in the water column, the selection of

a pure water background as the reference medium for the ISS IMA algorithm is rea-

sonable and restricts the perturbation to below the measurement surface (as required

by the mathematical derivation of the algorithm). However, due to the heterogeneous
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and complicated property of the near surface on land, it is not possible to choose a

simple constant elastic reference medium (the reference Green’s function can not be

easily expressed analytically in a complicated reference medium). To prove the va-

lidity of the ISS IMA when provided with a wrong reference background, I presented

in Chapter 2 an analytical calculation of the 1D ISS IMA for a layered earth under

normal and non-normal incidence. The data used are multi-component PP, PS, SP

and SS geophone data. The computation result showed that the reference P and S

velocities used to migrate the original data as an input to the algorithm, are cancelled

out in the predicted exponential function, which provides the prediction of vertical

arrival time of all internal multiples. The spatial “lower-higher-lower” relationship

remains valid even when using a wrong reference velocity, since the pseudo-depths are

just a rescaled time series in the data, and the algorithm will automatically use this

spatial restriction relationship when combining three subevents in the data to recon-

struct the predicted internal multiples. As long as the spatial relationship does not

change, the prediction from a convolution of subevents is always correct. (Spurious

events are exceptional examples due to a false combination of leading order internal

multiples as subevents, as discussed in the introduction of Chapter 1.) Therefore,

the 1D ISS IMA is insensitive to Vp and Vs reference velocities for land application.

In Chapter 2, I also presented numerical tests of the 1D ISS IMA algorithm on

different types of media: isotropic acoustic, isotropic acoustic over elastic, anisotropic

(VTI), and elastic media, respectively. The purpose of testing these models is to

demonstrate the value of the IMA for land application. The prediction results from

all these numerical tests demonstrated this validity.
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In Chapter 3, I first described the logic behind Weglein’s imaging conjecture

for a 1D two-parameter (velocity and density change) acoustic medium. The one-

parameter (velocity only change) leading order (LOIS ) and higher order (HOIS )

imaging algorithms can fail due to the model type dependence of deriving the algo-

rithms. When two parameters (with both velocity and density varied) are consid-

ered, the wave equation and the mathematical derivation of ISS imaging algorithm

are different from those in velocity only case. The computation of the second order

ISS term in a two-parameter acoustic medium leads to a separation of pure inversion

part and imaging-only part, as discussed in the introduction of this dissertation. The

rewritten form of the imaging-only α2, β2 terms, when combined with the first order

result (Zhang and Weglein, 2003), suggests a direct similarity between velocity only

case and the two-parameter case. The two parameters, α and β, are not separately

imaged but are imaged as a composite which is linear to a rescaled input water-

speed-migrated dataset, the “attention-needed term. The imaging conjecture shows

the shifted quantity as the integral which survives when there is velocity change in

the two-parameter case. For constant velocity but variable density, the water-speed-

migration of the data has already correctly positioned subsurface interfaces, and

hence the imaging algorithm automatically shuts down the shifted quantity. This

purposeful perturbation is well indicated in the conjectured algorithm.

Then in this chapter I showed an analytical calculation of the third order ISS term

for the two-parameter case. The computation result identified a higher order imaging-

only term which has a counterpart in the one-parameter case with velocity only

change when shutting down density variation in the two-parameter acoustic medium.
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Therefore, following the same logic of identifying the LOIS imaging algorithm in the

velocity only variation case, a two-parameter LOIS was separated from the whole

series. The subseries is a Taylor series which can be written in a closed form, which

allowed us to recognize it as the imaging conjecture.

The numerical evaluation of the two-parameter LOIS algorithm was then per-

formed for analytical data to fully test its imaging strength. The shifted quantity

with the difference between α1 and β1 can be calculated by using the data at two

separate incident angles. Tests showed that numerical tricks are needed to keep the

two angles as close as possible so that the output result is numerically stable. Since

ISS imaging algorithms assume no subsurface velocity models but uses amplitude

information in the data, how well preserved the amplitude information, so the low

frequency content in data, does have direct impact on the imaging output config-

uration. For band-limited data with muted low frequency, the LOIS has suffered

from amplitude damage which weakens the algorithm’s imaging accuracy. Current

imaging algorithms are model-type dependent, so imaging algorithms have to collect

enough frequency bandwidth to move each “box-like” event in the input data to its

correct position. This shifting is inefficient and requires low frequency content in

the input data. The data regularization method developed in M-OSRP has highly

compensated the missing part of low frequency and proved to be effective for ad-

dressing the issue in multi-parameter imaging (Liu et al., 2010; Liu and Weglein,

2011). Future development on low frequency acquisition technology can also pro-

vide field data better suited for ISS multi-parameter imaging algorithms. The future

M-OSRP imaging algorithms will be seeking a model-type independent mode which
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moves “spikes” in the input dataset instead of “boxes”. In such a case, the imaging

algorithm will be working on single frequency at a time just like the ISS free surface

multiple algorithm.

To make a comparison, the two-parameter HOIS algorithm was also tested in

Chapter 3 by using both analytical and synthetic data. Both cases demonstrated that

the HOIS algorithm has better imaging capability and higher tolerance for contrast

and error duration in parameters than LOIS. Both algorithms are automatically

reduced to a constant water speed migration when there is no velocity change but

only density variation in the 1D acoustic medium.

In conclusion, the ISS IMA insensitivity to reference velocity verified in this

dissertation provided sufficient confidence for geoscientists to apply the algorithm

on land, regardless of the complexity of near surface. The ISS two-parameter LOIS

and HOIS imaging algorithms derived in this dissertation were proven valid and the

research presented here moves the one parameter (velocity only) case a step further

toward real earth application.
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Appendix A

Mathematical derivation of α3 and

β3 of the 3rd term in the ISS for a

1D two-parameter acoustic

medium case

I start the derivation by inserting 2D Green’s bilinear form of equation (3.21) into

the 3rd term in the ISS, equation (3.15), when the medium is a 1D acoustics with

both p-bulk modulus and density variations, where V̂3 is expressed as,

V̂3(x
′, z′) =

ω2

K0

α3(z
′) +

1

ρ0
β3(z

′)
∂2

∂x′2
+

1

ρ0

∂

∂z′
β3(z

′)
∂

∂z′
. (A.1)
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After the partial derivative operator on the exponential function in Green’s function,

the left hand side of the 3rd term in the ISS is expressed as,

L.H.S =− ρ0
2

(2π)4

∫
· · ·
∫ ∞
−∞

dx′dz′dkx
′dkz

′dkx
′′dkz

′′ e
ikx

′(xg−x′)eikz
′(zg−z′)

k2 − (kx
′2 + kz

′2)

·
{
ω2

K0

α3(z
′) +

1

ρ0
β3(z

′) · (ikx′′)
2

+
1

ρ0

[
β′3(z

′) · (ikz ′′) + β3(z
′) · (ikz ′′)

2
]}

· e
ikx

′′(x′−xs)eikz
′′(z′−zs)

k2 − (kx
′′2 + kz

′′2)
.

(A.2)

where β′3(z
′) means a derivative over z′. Performing a Fourier transform over the

x-axes of both sources and geophones on the above expression,

1

(2π)2

∫∫ ∞
−∞

dxgdxse
−ikgxge−iksxs ~ L.H.S

and notice the following math identity relations,

1

2π

∫ ∞
−∞

ei(kx
′−kg)xgdxg = δ(kx

′ − kg) (A.3)

1

2π

∫ ∞
−∞

ei(ks−kx
′′)xsdxs = δ(kx

′ − kg). (A.4)

Hence, after integration over kx
′, kx

′′ and x′ which leads to kg = ks = kx
′ = kx

′′ and

qg = qs, the L.H.S can be written as,

L.H.S =− ρ0
2

(2π)4
·
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2 + kz

′2)

eikz
′′(z′−zs)

k2 − (kg
2 + kz

′′2)

·
{
k2

ρ0
α3(z

′) +
1

ρ0
β3(z

′) · (ikg)2 +
1

ρ0

[
β′3(z

′) · (ikz ′′) + β3(z
′) · (ikz ′′)

2
]}

.

(A.5)

Notice the wave numbers relation k2− k2g = q2g , and use knowlege of contour integral

and residue theorem on the following integrals,∫ ∞
−∞

dkz
′ e
ikz

′(zg−z′)

q2g − kz ′
2 =

π

iqg
eiqg |zg−z

′| (A.6)
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∫ ∞
−∞

dkz
′′
[
β′3(z

′)

ρ0
· (ikz ′′)

]
eikz

′′(z′−zs)

q2g − kz ′′
2

=
β′3(z

′)

ρ0

[
(iqg) ·

π

iqg
eiqg(z

′−zs)H(z′ − zs)− (iqg) ·
π

iqg
e−iqg(z

′−zs)H(zs − z′)
] (A.7)

∫ ∞
−∞

dkz
′′
[
β3(z

′)

ρ0
· (ikz ′′)2

]
eikz

′′(z′−zs)

q2g − kz ′′
2

=
β3(z

′)

ρ0

[
(iqg)

2 · π
iqg
eiqg(z

′−zs)H(z′ − zs) + (−iqg)2 ·
π

iqg
e−iqg(z

′−zs)H(zs − z′)
]

(A.8)

and considering z′ > zg(zs), the L.H.S is,

L.H.S = − ρ0
2

(2π)3
·

{∫ ∞
−∞

dz′
(
π

iqg

)2 [
k2

ρ0
(α3(z

′)− β3(z′)) +
iqg
ρ0
β′3(z

′)

]
e−iqg(zg+zs)e2iqgz

′

}
.

(A.9)

Therefore, after a Fourier transform, the above equation can be expressed in the

wavenumber domain in a simple concise form as,

−G0V3G0 =
ρ0
4

[
1

cos2θ
α̃3(2qg) + (1− tan2θ)β̃3(2qg)

]
e−iqg(zg+zs) (A.10)

where α̃3(2qg) and β̃3(2qg) are two Fourier conjugates of the two variables. In the

final expression, the above result will still be transformed over the variable 2qg back

into the pseudo-depth z domain, and expressed as:

−G0V3G0 =
ρ0
4

[
1

cos2θ
α3(z) + (1− tan2θ)β3(z)

]
(A.11)

Note that the term e−iqg(zg+zs) has been omitted since it will occur in each term of

the afterwards calculation and will be cancelled out before doing a Fourier transform

over 2qg.
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Next, let’s calculate the R.H.S of the equation (3.15), starting with the following

term: G0V1G0V2G0. As the previous calculation, plug into the bilinear form of

Green’s function and the expressions of the two differential operators V1 and V2 in

the similar form as equation (A.1) but with corresponding subscripts “1” and “2”,

and act on the functions behind them. Also, I will perform an Fourier transform

over both sources xs and geophones xg, and integrate over the variables of kx
′ and

kx
′′′. Then this term will be written as:

G0V1G0V2G0 =
ρ0

3

(2π)6

∫
· · ·
∫ ∞
−∞

dx′dz′dx′′dz′′dkz
′dkx

′′dkz
′′dkz

′′′ e
−ikgx′eikz

′(zg−z′)

q2g − kz ′
2

·

{
ω2

K0

α1(z
′) +

(ikx
′′)

2

ρ0
β1(z

′) +
1

ρ0

[
β′1(z

′) · (ikz ′′) + β1(z
′) · (ikz ′′)

2
]} eikx

′′(x′−x′′)eikz
′′(z′−z′′)

k2 − (kx
′′2 + kz

′′2)

·

{
ω2

K0

α2(z
′′) +

(iks)
2

ρ0
β2(z

′′) +
1

ρ0

[
β′2(z

′′) · (ikz ′′′) + β2(z
′′) · (ikz ′′′)

2
]} eiksx

′′
eikz

′′′(z′′−zs)

q2s − kz ′′′
2

(A.12)

Similarly like the previous calculation on the L.H.S and using knowledge of contour

integrals and residue theorem, integrate respectively over variables of kz
′, kz

′′′, x′, x′′,

kx
′′ and kz

′′ in the above equation, the above G0V1G0V2G0 equation can be further

simplified as the following form,

G0V1G0V2G0 =
ρ0

3

(2π)4

(
π

ρ0

)2
π

iqg
e−iqg(zg+zs)

∫∫ ∞
−∞

dz′dz′′eiqg(z
′+z′′){[

β′1(z
′) +

iqg
cos2θ

(β1(z
′)− α1(z

′))
]
eiqg(z

′−z′′H(z′ − z′′)[
− β′1(z′) +

iqg
cos2θ

(β1(z
′)− α1(z

′))
]
e−iqg(z

′−z′′H(z′′ − z′)

·
[
β′2(z

′′) +
iqg
cos2θ

(β2(z
′′)− α2(z

′′))
]}

(A.13)

After exchanging z′ ↔ z′′ for the term ...e−iqg(z
′−z′′H(z′′ − z′), and further simplify
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the term in the
{
· · ·
}

, the result is shown as:

G0V1G0V2G0

=
ρ0

16π
e−iqg(zg+zs)

∫∫ ∞
−∞

dz′dz′′e2iqgz
′
H(z′ − z′′)

{
1

iqg

(
β′1(z

′)β′2(z
′′)− β′2(z′)β′1(z′′)

)
+

1

cos2θ

[
β′1(z

′)(β2(z
′′)− α2(z

′′)) + β′2(z
′)(β1(z

′′)− α1(z
′′))
]

+
1

cos2θ

[
β′2(z

′′)(β1(z
′)− α1(z

′))− β′1(z′′)(β2(z′)− α2(z
′))
]

+
iqg
cos4θ

[
(β1(z

′)− α1(z
′))(β2(z

′′)− α2(z
′′)) + (β1(z

′′)− α1(z
′′))(β2(z

′)− α2(z
′))
]}

(A.14)

Now doing a Fourier transform over 2qg on both sides of the above result,∫ ∞
−∞

d(2qg)e
−2iqgz ~ (G0V1G0V2G0)

Integrate over z′, and collect all the coefficients of the common terms together,

we get the final result of the term G0V1G0V2G0:

G0V1G0V2G0 =
ρ0
8
e−iqg(zg+zs)

{
− 1

cos4θ
α1(z)α2(z) +

tan2θ

cos2θ
α1(z)β2(z)

−
(

1

cos4θ
+ 2

)
β1(z)β2(z) +

(
tan2θ

cos2θ
+

2

cos2θ

)
α2(z)β1(z)

− 1

2cos4θ
α′1(z)

∫ z

−∞

[
α2(z

′)− β2(z′)
]
dz′

− 1

2cos4θ
α′2(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+
1

2
(tan4θ − 1)β′1(z)

∫ z

−∞

[
α2(z

′)− β2(z′)
]
dz′

+
1

2
(tan4θ − 1)β′2(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+4

∫ z

−∞
β1(z

′)β′2(z
′)dz′

}
(A.15)
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Due to the symmetry between the terms of G0V1G0V2G0 and G0V2G0V1G0, we

can use the same method and perform the same procedure of calculation to obtain

the result of the term G0V2G0V1G0 in the 3rd order:

G0V2G0V1G0 =
ρ0
8
e−iqg(zg+zs)

{
− 1

cos4θ
α1(z)α2(z) +

(
tan2θ

cos2θ
+

2

cos2θ

)
α1(z)β2(z)

−
(

1

cos4θ
− 2

)
β1(z)β2(z) +

tan2θ

cos2θ
α2(z)β1(z)

− 1

2cos4θ
α′1(z)

∫ z

−∞

[
α2(z

′)− β2(z′)
]
dz′

− 1

2cos4θ
α′2(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+
1

2
(tan4θ − 1)β′1(z)

∫ z

−∞

[
α2(z

′)− β2(z′)
]
dz′

+
1

2
(tan4θ − 1)β′2(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

−4

∫ z

−∞
β1(z

′)β′2(z
′)dz′

}
(A.16)

where ′ means a derivative over the argument of that function.

Finally it is much more complicated to calculate the last term in the 3rd order

G0V1G0V1G0V1G0, however, the basic steps taken are similar. Now let’s write down

this term:

G0V1G0V1G0V1G0

=
ρ0

4

(2π)8

∫
· · ·
∫ ∞
−∞

dx′dz′dx′′dz′′dx′′′dz′′′
∫∫ ∞

−∞
dkx

′dkz
′ e
ikx

′(xg−x′)eikz
′(zg−z′)

k2 − (kx
′2 + kz

′2)

· V̂1(x′, z′)
∫∫ ∞

−∞
dkx

′′dkz
′′ e

ikx
′′(x′−x′′)eikz

′′(z′−z′′)

k2 − (kx
′′2 + kz

′′2)

· V̂1(x′′, z′′)
∫∫ ∞

−∞
dkx

′′′dkz
′′′ e

ikx
′′′(x′′−x′′′)eikz

′′′(z′′−z′′′)

k2 − (kx
′′′2 + kz

′′′2)
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· V̂1(x′′′, z′′′)
∫∫ ∞

−∞
dkx

′′′′dkz
′′′′ e

ikx
′′′′(x′′′−xs)eikz

′′′′(z′′′−zs)

k2 − (kx
′′′′2 + kz

′′′′2)
(A.17)

in which the operator V̂1 will be replaced by V1 function with corresponding variables

changed, after it acts on the behind Green’s function:

V1(x
′, z′) =

ω2

K0

α1(z
′) +

(ikx
′′)

2

ρ0
β1(z

′) +
1

ρ0

[
β′1(z

′) · (ikz ′′) + β1(z
′) · (ikz ′′)

2
]

(A.18)

As previous procedure, I perform a Fourier transform ovr xg and xs on both sides of

the above equation (A.17):

1

(2π)2

∫∫ ∞
−∞

dxgdxse
−ikgxgeiksxs ~ (G0V1G0V1G0V1G0)

which will result two Delta functions δ(kx
′−kg) and δ(ks−kx′′′′), so after integration

over kx
′ and kx

′′′′, and using the following contour integrals for z′ > zg and z′′′ > zs,∫ ∞
−∞

dkz
′ e
ikz

′(zg−z′)

q2g − kz ′
2 =

π

iqg
eiqg(z

′−zg) (A.19)∫ ∞
−∞

dkz
′′′′ e

ikz
′′′′(z′′′−zs)

q2s − kz ′′′′
2 =

π

iqs
eiqs(z

′′′−zs) (A.20)∫ ∞
−∞

dkz
′′′′β

′
1(z
′′′)

ρ0
(ikz

′′′′) · e
ikz

′′′′(z′′′−zs)

q2s − kz ′′′′
2 =

π

ρ0
β′1(z

′′′)eiqs(z
′′′−zs) (A.21)∫ ∞

−∞
dkz

′′′′β
′
1(z
′′′)

ρ0
(ikz

′′′′)2 · e
ikz

′′′′(z′′′−zs)

q2s − kz ′′′′
2 =

π

ρ0
β′1(z

′′′)(iqs)e
iqs(z′′′−zs) (A.22)

and also notice the integration over x′ and x′′′ will lead to another two more Delta

functions δ(kx
′′ − kg) and δ(ks − kx′′′), so equation (A.17), after integration over kx

′′

and kx
′′′, is simplified as,

G0V1G0V1G0V1G0 =
ρ0

4

(2π)6

∫
· · ·
∫ ∞
−∞

dz′dx′′dz′′dz′′′dkz
′′dkz

′′′

· π
iqg
eiqg(z

′−zg)

{
k2

ρ0
α1(z

′) +
(ikg)

2

ρ0
β1(z

′) +
1

ρ0

[
β′1(z

′) · (ikz ′′) + β1(z
′) · (ikz ′′)

2
]}
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· eikgx′′ e
ikz

′′(z′−z′′)

q2g − kz ′′
2

{
k2

ρ0
α1(z

′′) +
(iks)

2

ρ0
β1(z

′′) +
1

ρ0

[
β′1(z

′′) · (ikz ′′′) + β1(z
′′) · (ikz ′′′)

2
]}

· eiksx′′ e
ikz

′′′(z′′−z′′′)

q2s − kz ′′′
2

{
π

iqs
eiqs(z

′′′−zs)
[k2
ρ0
α1(z

′′′) +
(iks)

2

ρ0
β1(z

′′′)
]

+
π

ρ0
β′1(z

′′′)eiqs(z
′′′−zs) +

π

ρ0
β1(z

′′′) · (iqs)eiqs(z
′′′−zs)

}
(A.23)

Easily notice some quick mathematical results in the above formula,∫ ∞
−∞

dx′′e−ikgx
′′
eiksx

′′
= 2πδ(ks − kg) (A.24)∫ ∞

−∞
dkz

′′ e
ikz

′′(z′−z′′)

q2g − kz ′′
2 =

π

iqg
eiqg |z

′−z′′| (A.25)∫ ∞
−∞

dkz
′′β
′
1(z
′)

ρ0
(ikz

′′) · e
ikz

′′(z′−z′′)

q2g − kz ′′
2 =

π

ρ0
β′1(z

′)eiqg |z
′−z′′| (A.26)∫ ∞

−∞
dkz

′′β1(z
′)

ρ0
(ikz

′′)2 · e
ikz

′′(z′−z′′)

q2g − kz ′′
2 =

π

ρ0
β′1(z

′)(iqg)e
iqg |z′−z′′| (A.27)∫ ∞

−∞
dkz

′′′ e
ikz

′′′(z′′−z′′′)

q2g − kz ′′′
2 =

π

iqg
eiqg |z

′′−z′′′| (A.28)∫ ∞
−∞

dkz
′′′β
′
1(z
′′)

ρ0
(ikz

′′′) · e
ikz

′′′(z′′−z′′′)

q2g − kz ′′′
2 =

π

ρ0
β′1(z

′′)eiqg |z
′′−z′′′| (A.29)∫ ∞

−∞
dkz

′′′β1(z
′′)

ρ0
(ikz

′′′)2 · e
ikz

′′′(z′′−z′′′)

q2g − kz ′′′
2 =

π

ρ0
β′1(z

′′)(iqg)e
iqg |z′′−z′′′| (A.30)

here the absolute value |...| can be eliminated by using two Heaviside functions. So

a further simplification after the above integrations, the term is expressed as,

G0V1G0V1G0V1G0 =
ρ0

4

(2π)5

(
π

ρ0

)3
π

iqg
e−iqg(zg+zs)

∫∫∫ ∞
−∞

dz′dz′′dz′′′(E1 + E2 + E3 + E4)

(A.31)
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where E1, E2, E3 and E4 are defined by the following expressions:

E1 = M1(z
′)M1(z

′′)M1(z
′′′)H(z′ − z′′)H(z′′ − z′′′)e2iqgz′ (A.32)

E2 = M1(z
′)N1(z

′′)M1(z
′′′)H(z′ − z′′)H(z′′′ − z′′)e2iqg(z′−z′′+z′′′) (A.33)

E3 = N1(z
′)M1(z

′′)M1(z
′′′)H(z′′ − z′)H(z′′ − z′′′)e2iqgz′′ (A.34)

E4 = N1(z
′)N1(z

′′)M1(z
′′′)H(z′′ − z′)H(z′′′ − z′′)e2iqgz′′′ (A.35)

and the functions N1 and M1 in the above expressions are defined as,

M1(z) = β′1(z) +
iqg
cos2θ

[
β1(z)− α1(z)

]
(A.36)

N1(z) = −β′1(z) +
iqg
cos2θ

[
β1(z)− α1(z)

]
(A.37)

Now I will calculate E1, E2, E3 and E4 respectively. Consider the factor 1
iqg

outside

of the triple integrals in equation (A.31), then E1 can be written as,

1

iqg
E1 =

1

iqg
β′1(z

′)β′1(z
′′)β′1(z

′′′)

+
1

cos2θ

{
β′1(z

′′)β′1(z
′′′)
[
β1(z

′)− α1(z
′)
]

+ β′1(z
′)β′1(z

′′′)
[
β1(z

′′)− α1(z
′′)
]

+β′1(z
′)β′1(z

′′)
[
β1(z

′′′)− α1(z
′′′)
]}

+
iqg
cos4θ

{
β′1(z

′′′)
[
β1(z

′)− α1(z
′)
][
β1(z

′′)− α1(z
′′)
]

+β′1(z
′′)
[
β1(z

′)− α1(z
′)
][
β1(z

′′′)− α1(z
′′′)
]

+β′1(z
′)
[
β1(z

′′)− α1(z
′′)
][
β1(z

′′′)− α1(z
′′′)
]}

(A.38)

At the end of the calculation of the whole term, we’ll perform a Fourier transform

over 2qg, ∫ ∞
−∞

d(2qg)e
−2iqgz [...]
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hence, for E1 we will have the following integrals after performing the Fourier trans-

form: ∫ ∞
−∞

d(2qg)e
−2iqgze2iqgz

′
= 2πδ(z − z′) (A.39)∫ ∞

−∞
d(2qg)(iqg)e

−2iqg(z−z′) [...] = −1

2

∫ ∞
−∞

d(2qg)
d

dz

[
e−2iqg(z−z

′)...
]

= −1

2

d

dz
[2πδ(z − z′)...] (A.40)∫ ∞

−∞
d(2qg)(iqg)

2e−2iqg(z−z
′) [...] =

1

4

d2

dz2
[2πδ(z − z′)...] (A.41)∫ ∞

−∞
d(2qg)

1

iqg
e−2iqg(z−z

′) [...] =

∫ ∞
−∞

d(2qg)
1

iqg

∫ z

−∞

d

du

[
e−2iqg(u−z

′)...
]
du

= −2

∫ z

−∞
du [2πδ(u− z′)...] (A.42)

and use the partial integration skills below,∫ z

−∞
udv = uv

∣∣z
−∞ −

∫ z

−∞
vdu (A.43)∫ z

−∞
dz′α1(z

′)

∫ z′

−∞
α1(z

′′)dz′′ =
1

2

[∫ z

−∞
α1(z

′)dz′
]2

(A.44)

So, after the Fourier transform and integration over the three variables of z′, z′′,

and z′′′, E1 term turns out to be:∫ ∞
−∞

d(2qg)e
−2iqgz 1

iqg

∫∫∫ ∞
−∞

dz′dz′′dz′′′
[
E1

]
= 2π

{
−1

3
β3
1(z) +

1

2cos2θ
β2
1(z)

[
β1(z)− α1(z)

]
− 1

2cos4θ
β1(z)

[
β1(z)− α1(z)

]2
+

1

4cos6θ

[
β1(z)− α1(z)

]3
+

3

4cos6θ
α1(z)α′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′
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+
1

cos4θ

(
1− 3

4cos2θ

)
α1(z)β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

+
1

2cos4θ

(
1− 3

2cos2θ

)
β1(z)α′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

+
1

cos2θ

[
1− 3

4cos2θ

(
1− tan2θ

)]
β1(z)β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

− 1

8cos6θ
α′′1(z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2

− 1

4cos4θ

(
1− 1

2cos2θ

)
β′′1 (z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2}

(A.45)

Next, due to the similarity of the terms E3 and E4 with the term E1, we can em-

ploy the same procedure, calculation methods and integration skills. Here I directly

list out the final calculation results of the two terms:∫ ∞
−∞

d(2qg)e
−2iqgz 1

iqg

∫∫∫ ∞
−∞

dz′dz′′dz′′′
[
E3

]
= 2π

{
2

3
β3
1(z)− 1

cos2θ
β2
1(z)

[
β1(z)− α1(z)

]
+

1

2cos6θ
β1(z)

[
β1(z)− α1(z)

]3
− 1

cos4θ

(
1− 3

2cos2θ

)
β′1(z)

[
β1(z)− α1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

− 3

2cos6θ
α′1(z)

[
β1(z)− α1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

+
1

4cos4θ

[
tan2θ − 1

]
β′′1 (z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2

− 1

4cos6θ
α′′1(z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2}

(A.46)
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and, ∫ ∞
−∞

d(2qg)e
−2iqgz 1

iqg

∫∫∫ ∞
−∞

dz′dz′′dz′′′
[
E4

]
= 2π

{
−1

3
β3
1(z) +

1

2cos2θ
β2
1(z)

[
β1(z)− α1(z)

]
+

1

2cos4θ
β1(z)

[
β1(z)− α1(z)

]2
+

1

4cos6θ

[
β1(z)− α1(z)

]3
+

3

4cos6θ
α1(z)

[
α′1(z)− β′1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

+
1

2cos4θ

(
− 1− 3

2cos2θ

)
β1(z)α′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

+
1

cos2θ

[
− 1 +

1

2cos2θ

(
1 +

3

2cos2θ

)]
β1(z)β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]
dz′

− 1

8cos6θ
α′′1(z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2

− 1

4cos4θ

(
1− 1

2cos2θ

)
β′′1 (z)

[ ∫ z

−∞

(
β1(z

′)− α1(z
′)
)
dz′
]2}

(A.47)

Finally, let’s calculate the term E2 which is the most complicated term among

the four terms listed previously, since it contains a multiple-related “generator”.

Recall the expression of term E2 in equation (A.33) where the two Heaviside func-

tions, H(z′ − z′′) and H(z′′′ − z′′), express the “lower-higher-lower” spatial relation,

a characteristic of internal multiple generation. To begin with the calculation, let’s

introduce a new variable u = z′ − z′′ + z′′′ to connect the three variables and make

the calculation a further step of simplicity, then

z′′ = z′ + z′′′ − u, ⇒ dz′′ = −du

H(z′ − z′′) = H(u− z′′′), H(z′′′ − z′′) = H(u− z′)
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and the integral over E2 will become as,∫ ∞
−∞

dz′
∫ ∞
−∞

dz′′
∫ ∞
−∞

dz′′′H(z′ − z′′)H(z′′′ − z′′)e2iqg(z′−z′′+z′′′)
[
· · ·
]

⇒
∫ ∞
−∞

dz′
∫ ∞
−∞

dz′′′
∫ ∞
−∞

duH(u− z′)H(u− z′′′)e2iqgu
[
· · ·
]
z′′=z′+z′′′−u

Substitue the above variable relation into term E2, then the expression
[
· · ·

]
is

displayed as,

1

iqg
M1(z

′)N1(z
′ + z′′′ − u)M1(z

′′′) = − 1

iqg
β′1(z

′)β′1(z
′ + z′′′ − u)β′1(z

′′′)

+
1

cos2θ

{
−β′1(z′ + z′′′ − u)β′1(z

′′′)
[
β1(z

′)− α1(z
′)
]

+ β′1(z
′)β′1(z

′′′)

·
[
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
− β′1(z′)β′1(z′ + z′′′ − u)

[
β1(z

′′′)− α1(z
′′′)
]}

+
iqg
cos4θ

{
β′1(z

′′′)
[
β1(z

′)− α1(z
′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
−β′1(z′ + z′′′ − u)

[
β1(z

′)− α1(z
′)
][
β1(z

′′′)− α1(z
′′′)
]

+β′1(z
′)
[
β1(z

′′′)− α1(z
′′′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]}
+

(iqg)
2

cos6θ

{[
β1(z

′)− α1(z
′)
][
β1(z

′′′)− α1(z
′′′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]}
(A.48)

Performing a Fourier transform
∫∞
−∞ d(2qg)e

−2iqgz[· · ·] on both sides of the equation,

which will result in a delta function δ(z− u). Similarly, we have to employ the same

calculation skills shown in equations (A.40,A.41,A.42). Now let’s calculate the above

equation term by term.

− 1

iqg
β′1(z

′)β′1(z
′ + z′′′ − u)β′1(z

′′′)

→ 2

∫ z

−∞
dη

∫ ∞
−∞

dz′
∫ ∞
−∞

dz′′′
∫ ∞
−∞

duδ(η − u)β′1(z
′)β′1(z

′ + z′′′ − u)β′1(z
′′′)H(u− z′)H(u− z′′′)

= 2

∫ z

−∞
du

∫ u

−∞
dz′β′1(z

′)

∫ u

−∞
dz′′′β′1(z

′′′)β′1(z
′ + z′′′ − u) (A.49)
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− β′1(z′ + z′′′ − u)β′1(z
′′′)
[
β1(z

′)− α1(z
′)
]

→ −
∫ z

−∞
dz′′′β′1(z

′′′)

∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
]
β′1(z

′ + z′′′ − z)

= −
∫ z

−∞
dz′′′β′1(z

′′′)

{[
β1(z

′)− α1(z
′)
]
β′1(z

′′′)−
∫ z

−∞
dz′
[
β′1(z

′)− α′1(z′)
]
β1(z

′ + z′′′ − z)

}
= −1

2
β2
1(z)

[
β1(z)− α1(z)

]
+

∫ z

−∞
dz′
[
β′1(z

′)− α′1(z′)
] ∫ z

−∞
dz′′′β′1(z

′′′)β1(z
′ + z′′′ − z)

(A.50)

β′1(z
′)β′1(z

′′′)
[
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
→
∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)
[
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]
(A.51)

− β′1(z′)β′1(z′ + z′′′ − u)
[
β1(z

′′′)− α1(z
′′′)
]

→ −
∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′

[
β1(z

′′′)− α1(z
′′′)
]
β′1(z

′ + z′′′ − z)

= −
∫ z

−∞
dz′β′1(z

′)

{[
β1(z)− α1(z)

]
β1(z

′)−
∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
]
β1(z

′ + z′′′ − z)

}
= −1

2
β2
1(z)

[
β1(z)− α1(z)

]
+

∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
]
β1(z

′ + z′′′ − z)

(A.52)

β′1(z
′′′)
[
β1(z

′)− α1(z
′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
→ −1

2

d

dz

{∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
] ∫ z

−∞
dz′′′β′1(z

′′′)
[
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
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= −1

2

{
β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′

+

∫ z

−∞
dz′
[
β′1(z

′)− α′1(z′)
] ∫ z

−∞
dz′′′β′1(z

′′′)
[
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
(A.53)

− β′1(z′ + z′′′ − u)
[
β1(z

′)− α1(z
′)
][
β1(z

′′′)− α1(z
′′′)
]

→ 1

2

d

dz

{∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
] ∫ z

−∞
dz′′′

[
β1(z

′′′)− α1(z
′′′)
]
β′1(z

′ + z′′′ − z)

}
=

1

2

{
2
[
β1(z)− α1(z)

] ∫ z

−∞
β′1(z

′)
[
β1(z

′)− α1(z
′)
]
dz′

−
∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
] ∫ z

−∞
dz′′′β′′1 (z′ + z′′′ − z)

[
β1(z

′′′)− α1(z
′′′)
]}

=
1

2

{
2
[
β1(z)− α1(z)

] ∫ z

−∞
β′1(z

′)
[
β1(z

′)− α1(z
′)
]
dz′ −

∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
]

[(
β1(z)− α1(z)

)
β′1(z

′)−
∫ z

−∞
dz′′′

(
β′1(z

′′′)− α′1(z′′′)
)
β′1(z

′ + z′′′ − z)
]}

=
1

2

{[
β1(z)− α1(z)

] ∫ z

−∞
β′1(z

′)
[
β1(z

′)− α1(z
′)
]
dz′

+
[
β1(z)− α1(z)

] ∫ z

−∞
β1(z

′)
[
β′1(z

′)− α′1(z′)
]
dz′

−
∫ z

−∞
dz′
[
β′1(z

′)− α′1(z′)
] ∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
]
β1(z

′ + z′′′ − z)

}
(A.54)

β′1(z
′)
[
β1(z

′′′)− α1(z
′′′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
→ −1

2

d

dz

{∫ z

−∞
dz′β′1(z

′)

∫ z

−∞

[
β1(z

′′′)− α1(z
′′′)
][
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]
dz′′′

}
= −1

2

{
β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ +

[
β1(z)− α1(z)

] ∫ z

−∞
β′1(z

′)
[
β1(z

′)− α1(z
′)
]
dz′
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−
∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′

[
β1(z

′′′)− α1(z
′′′)
][
β′1(z

′ + z′′′ − z)− α′1(z′ + z′′′ − z)
]}

= −1

2

{
β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′

+

∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
][
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
(A.55)

[
β1(z

′)− α1(z
′)
][
β1(z

′′′)− α1(z
′′′)
][
β1(z

′ + z′′′ − u)− α1(z
′ + z′′′ − u)

]
→ 1

4

d2

dz2

{∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
] ∫ z

−∞
dz′′′

[
β1(z

′′′)− α1(z
′′′)
]

[
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
=

1

4

d

dz

{
2
[
β1(z)− α1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ −

∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
]

∫ z

−∞
dz′′′

[
β1(z

′′′)− α1(z
′′′)
][
β′1(z

′ + z′′′ − z)− α′1(z′ + z′′′ − z)
]}

=
1

4

d

dz

{[
β1(z)− α1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ +

∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
]

∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
][
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
=

1

4

{[
β′1(z)− α′1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ +

[
β1(z)− α1(z)

]3
+
[
β1(z)− α1(z)

] ∫ z

−∞

[
β′1(z

′)− α′1(z′)
][
β1(z

′)− α1(z
′)
]
dz′

+
[
β′1(z)− α′1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ −

∫ z

−∞
dz′
[
β1(z

′)− α1(z
′)
]

∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
][
β′1(z

′ + z′′′ − z)− α′1(z′ + z′′′ − z)
]}

=
1

4

{[
β1(z)− α1(z)

]3
+ 2
[
β′1(z)− α′1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′
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+

∫ z

−∞
dz′
[
β′1(z

′)− α′1(z′)
] ∫ z

−∞
dz′′′

[
β′1(z

′′′)− α′1(z′′′)
][
β1(z

′ + z′′′ − z)− α1(z
′ + z′′′ − z)

]}
(A.56)

Now we put all the above results together and simplify the final result of term

E2 by collecting the coefficients of similar terms, and we have:

E2 = 2π

{
− 1

cos2θ
β2
1(z)

[
β1(z)− α1(z)

]
+

1

2cos4θ
β1(z)

[
β1(z)− α1(z)

]2
+

1

4cos6θ

[
β1(z)− α1(z)

]3
− 1

cos4θ
β′1(z)

∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′

+
1

2cos6θ

[
β′1(z)− α′1(z)

] ∫ z

−∞

[
β1(z

′)− α1(z
′)
]2
dz′ +MUL

}
(A.57)

where “MUL” is called as multiple term which is expressed as,

MUL = − 1

4cos6θ

∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′α′1(z

′′′)α1(z
′ + z′′′ − z)

+
(
− 1

2cos4θ
+

1

4cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′α′1(z

′′′)β1(z
′ + z′′′ − z)

+
(
− 1

cos4θ
+

1

2cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)α1(z
′ + z′′′ − z)

+
(
− 2

cos2θ
+

2

cos4θ
− 1

2cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)β1(z
′ + z′′′ − z)

+
(
− 1

cos2θ
+

1

cos4θ
− 1

4cos6θ

)∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)α1(z
′ + z′′′ − z)

+
( 3

cos2θ
− 3

2cos4θ
+

1

4cos6θ

)∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)β1(z
′ + z′′′ − z)

(A.58)
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So, the final calculated result for the 3rd term, equation (A.31), can be clearly ex-

pressed as:

G0V1G0V1G0V1G0 =
ρ0
16
e−iqg(zg+zs)

∫∫∫ ∞
−∞

dz′dz′′dz′′′
1

2π

(E1 + E2 + E3 + E4)

iqg

=
ρ0
16
e−iqg(zg+zs){intE1234}

(A.59)

where {intE1234} term is a denotion of the integration result:

{intE1234} =

∫∫∫ ∞
−∞

dz ′dz ′′dz ′′′
1

2π

(E1 + E2 + E3 + E4 )

iqg
(A.60)

and its computed result is explicitely expressed by summing together all the results

of E1, E2, E3 and E4 terms:

{intE1234} =− 5

4cos6θ

[
α1(z)− β1(z)

]3
+

1

2cos4θ
β1(z)

[
α1(z)− β1(z)

]2
+

1

cos2θ
β2
1(z)

[
α1(z)− β1(z)

]
− 1

2cos6θ
α′′1(z)

[ ∫ z

−∞

(
α1(z

′)− β1(z′)
)
dz′
]2

− 1

2cos4θ
(1− tan2θ)β′′1 (z)

[ ∫ z

−∞

(
α1(z

′)− β1(z′)
)
dz′
]2

− 3

cos6θ
α1(z)α′1(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+
1

cos4θ
(3sec2θ − 2)α1(z)β′1(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+
3

cos6θ
β1(z)α′1(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

+
1

cos4θ
(3tan2θ − 1)β1(z)β′1(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]
dz′

− 1

cos4θ
β′1(z)

∫ z

−∞

[
α1(z

′)− β1(z′)
]2
dz′

− 1

2cos6θ

[
α′1(z)− β′1(z)

] ∫ z

−∞

[
α1(z

′)− β1(z′)
]2
dz′

+MUL (A.61)
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where “MUL” is the multiple term.

In summary, the final expression of the 3rd order ISS term is calculated, and the

result for α3(z) and β3(z) can be clearly expressed by collecting all the results from

equations (A.11, A.16, A.15, A.59) and making the L.H.S. equal to the R.H.S.:

1

cos2 θ
α3(z) +

(
1− tan2 θ

)
β3(z)

= − 1

cos4 θ
[α1(z)− β1(z)] [α2(z)− β2(z)] +

1

4

1

cos2 θ
β2
1(z) [α1(z)− β1(z)]

+
1

8

1

cos4 θ
β1(z) [α1(z)− β1(z)]2 − 5

16

1

cos6 θ
[α1(z)− β1(z)]3

− 1

2

1

cos4 θ
α1
′(z)

∫ z

−∞
[α2(z

′)− β2(z′)] dz′

− 1

2

1

cos4 θ
α2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

2

(
tan4 θ − 1

)
β1
′(z)

∫ z

−∞
[α2(z

′)− β2(z′)] dz′

+
1

2

(
tan4 θ − 1

)
β2
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 1

8

1

cos6 θ
α1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

− 1

8

1

cos4 θ

(
1− tan2 θ

)
β1
′′(z)

[∫ z

−∞
(α1(z

′)− β1(z′))dz′
]2

− 1

4

3

cos6 θ
α1(z)α1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

3

cos6 θ
β1(z)α1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ + 1

)
α1(z)β1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

+
1

4

1

cos4 θ

(
3 tan2 θ − 1

)
β1(z)β1

′(z)

∫ z

−∞
[α1(z

′)− β1(z′)] dz′

− 1

4

1

cos4 θ
β1
′(z)

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′
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− 1

8

1

cos6 θ
[α1
′(z)− β1′(z)]

∫ z

−∞
[α1(z

′)− β1(z′)]2 dz′ +MUL. (A.62)

and “MUL” is expressed as:

MUL = − 1

4cos6θ

∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′α′1(z

′′′)α1(z
′ + z′′′ − z)

+
(
− 1

2cos4θ
+

1

4cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′α′1(z

′′′)β1(z
′ + z′′′ − z)

+
(
− 1

cos4θ
+

1

2cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)α1(z
′ + z′′′ − z)

+
(
− 2

cos2θ
+

2

cos4θ
− 1

2cos6θ

)∫ z

−∞
dz′α′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)β1(z
′ + z′′′ − z)

+
(
− 1

cos2θ
+

1

cos4θ
− 1

4cos6θ

)∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)α1(z
′ + z′′′ − z)

+
( 3

cos2θ
− 3

2cos4θ
+

1

4cos6θ

)∫ z

−∞
dz′β′1(z

′)

∫ z

−∞
dz′′′β′1(z

′′′)β1(z
′ + z′′′ − z)

(A.63)
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